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Abstract
Artificial intelligence (AI) has been integrated into higher education (HE), offering 
numerous benefits and transforming teaching and learning. Since its launch, ChatGPT 
has become the most popular learning model among Generation Z college students 
in HE. This study aimed to assess the knowledge, concerns, attitudes, and ethics of 
using ChatGPT among Generation Z college students in HE in Peru. An online survey 
was administered to 201 HE students with prior experience using the ChatGPT for 
academic activities. Two of the six proposed hypotheses were confirmed: Perceived 
Ethics (B = 0.856) and Student Concerns (B = 0.802). The findings suggest that HE 
students’ knowledge and positive attitudes toward ChatGPT do not guarantee its 
effective adoption and use. It is important to investigate how attitudes of optimism, 
skepticism, or apathy toward AI develop and how these attitudes influence the 
intention to use technologies such as the ChatGPT in HE settings. The dependence 
on ChatGPT raises ethical concerns that must be addressed with responsible 
use programs in HE. No sex or age differences were found in the relationship 
between the use of ChatGPTs and perceived ethics among HE students. However, 
further studies with diverse HE samples are needed to determine this relationship. 
To promote the ethical use of the ChatGPT in HE, institutions must develop 
comprehensive training programs, guidelines, and policies that address issues such 
as academic integrity, privacy, and misinformation. These initiatives should aim to 
educate students and university teachers on the responsible use of ChatGPT and 
other AI-based tools, fostering a culture of ethical adoption of AI to leverage its 
benefits and mitigate its potential risks, such as a lack of academic integrity.
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Introduction
Artificial intelligence (AI) is increasingly being integrated into higher education, offer-
ing numerous benefits and transforming teaching and learning experiences (Essien et 
al. 2020; Kuka et al. 2022). The use of AI technologies in education allows for the auto-
mation of processes and the development of innovative learning solutions (Nikolaeva et 
al. n.d.; Rath et al. 2023). AI can improve student learning outcomes by providing per-
sonalized recommendations and feedback (Kuka et al. 2022). It also has the potential 
to enhance the role of teachers and promote the development of digital competencies 
(Ligorio 2022). However, the implementation of AI in higher education comes with chal-
lenges, such as the need to address diversity and inclusion, reduce socioeconomic barri-
ers, and ensure the ethical use of AI (Isaac et al. 2023). As AI continues to advance, it is 
important for educators and institutions to adapt and equip students with the necessary 
skills for the digital age (Kuka et al. 2022).

Globally, the integration of AI in academia poses a concerning challenge that is not 
exclusive to any country or region but reflects a global trend toward digitalization and 
automation in education (Crompton and Burke 2023). Various studies have revealed 
that the use of the Chat Generative Pretrained Transformer (ChatGPT) by university 
students offers opportunities such as providing personalized assistance and support, 
particularly for those facing language barriers or other challenges (Hassan 2023). Stu-
dents perceive the ChatGPT as a tool that supports autonomous learning, helping them 
with academic writing, language teaching, and in-class learning (Hassan 2023; Karakose 
and Tülübaş 2023). Likewise, the ChatGPT can enhance teaching and learning activi-
ties by providing creative ideas, solutions, and personalized learning environments, for 
example, by developing course content that resonates with diverse student needs and 
learning styles. This tailoring to individual preferences facilitates engagement and fos-
ters a deeper understanding of complex subjects. Furthermore, teachers are increasingly 
relying on AI to generate innovative teaching materials and methods that incorporate 
multimedia elements and interactive activities, which enrich the learning experience 
and appeal to various learning modalities. It can also assist teachers in assessing student 
work and designing assessment rubrics (Hassan 2023; Karakose and Tülübaş 2023).

Academic integrity, a fundamental principle that encompasses dedication to hon-
esty, fairness, trust, responsibility, and respect in all academic endeavors (Holden et al. 
2021), as well as the practice of researching and completing academic work with equity 
and coherence and adhering to the highest ethical standards (Guerrero-Dib et al. 2020), 
has become more critical than ever in the current context. This urgency arises as the 
modern technological revolution and the increasing popularity of artificial intelligence 
chatbots such as ChatGPT have facilitated access to information and content generation 
(Bin-Nashwan et al. 2023).

The use of ChatGPT in academic settings raises concerns about academic integrity, 
as students may become overly reliant on the tool, leading to a decline in higher-order 
thinking skills such as critical thinking, creativity, and problem solving (Črček & Patekar 
2023a; Putra et al. 2023). One of the most significant risks associated with ChatGPT is 
plagiarism, as students may use the tool to generate entire assignments or substantial 
portions of their work without properly acknowledging the source or engaging in origi-
nal thought (Črček & Patekar 2023a; Putra et al. 2023). This form of academic miscon-
duct can occur when students rely on ChatGPT for the complete development of tasks, 
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effectively passing off AI-generated content as their own work. Moreover, students have 
expressed concerns about the potential for cheating, the spread of misinformation, and 
fairness issues related to the use of ChatGPT in academic contexts (Famaye et al. 2023).

Singh et al. (2023) revealed that students believe that universities should provide 
clearer guidelines and better education on how and where ChatGPT can be used for 
learning activities. Therefore, it is essential that educational institutions establish regula-
tions and guidelines to ensure the responsible and ethical use of ChatGPT by university 
students (Zeb et al. 2024a). Furthermore, ChatGPT can enhance the teaching-learning 
process, but its successful implementation requires that teachers be trained for proper 
use (Montenegro-Rueda et al. 2023).

Consequently, teachers and policymakers must balance the benefits of the ChatGPT 
with the need to maintain ethical practices that promote critical thinking, originality, 
and integrity among students (Farhi et al. 2023).

Moreover, significant changes in how students perceive and use the ChatGPT 
are observed internationally, reflecting cultural, educational, and regulatory differ-
ences (Roberts et al. 2023). In the U.S., concerns have focused on academic integrity, 
with debates on how ChatGPT can be used for original content generation versus the 
potential facilitation of plagiarism (Kleebayoon and Wiwanitkit 2023; Sarkar 2023). In 
the United Kingdom, the focus is on educational quality and equity. There is growing 
concern about whether the use of the ChatGPT could deepen the gap between students 
who have access to advanced technology and those who do not (Roberts et al. 2023). 
With its vast student population, India faces unique challenges related to access (Tay-
lor et al. 2023). Here, the concern is how to democratize access to technologies such as 
the ChatGPT to ensure that all students, regardless of their location or resources, can 
benefit from it. In India, this is reflected in the effort to integrate AI into its vast digital 
infrastructure, which faces unique challenges in terms of security and regulation. This 
initiative highlights the importance of adapting emerging technology to diverse social 
and economic contexts (Gupta and Guglani 2023). In China, the debate revolves around 
privacy and data security. The integration of the ChatGPT into the Chinese educational 
system raises questions about how student data are handled and protected in an artificial 
intelligence (AI) environment (Ming and Bacon 2023). Germany, with its strong empha-
sis on technical and vocational education, is interested in how ChatGPT can be used to 
enhance specific skills and practical applications, maintaining an ethical and quality bal-
ance (von Garrel and Mayer 2023). Finally, in Australia, concerns have focused on how 
to integrate the ChatGPT in a way that complements and enriches traditional teaching 
methods without replacing human contact and experiential learning (Prem 2019).

The widespread adoption of ChatGPT by Generation Z university students has 
sparked debate among researchers (Singh et al. 2023; Gundu and Chibaya 2023; Monte-
negro-Rueda et al. 2023). Several studies have examined student attitudes toward using 
ChatGPT as a learning tool and have found a high level of positive attitudes toward its 
use (Ajlouni et al. 2023a). Furthermore, it has been demonstrated that ChatGPT can 
generate positive emotions (β = 0.418***), which influences the intention to frequently 
use the tool (Acosta-Enriquez et al. 2024). Furthermore, studies indicate that ChatGPT 
has the potential to facilitate the learning process (Ajlouni et al. 2023). However, there 
are doubts about the accuracy of the data produced by the ChatGPT, and some stu-
dents feel uncomfortable using the platform (Ajlouni et al. 2023). It is important that 
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educational institutions provide guidelines and training for students on how and where 
ChatGPT can be used for learning activities (Singh et al. 2023). Additionally, to success-
fully implement ChatGPT in education, it is necessary to train teachers on how to use 
the tool properly (Montenegro-Rueda et al. 2023). Overall, the ChatGPT can enhance 
educational experience if used responsibly and in conjunction with specific strategies 
(Gundu and Chibaya 2023).

Therefore, the overall goal of this study is to assess the knowledge, concerns, attitudes, 
and perceptions of ethics regarding the use of ChatGPT among Generation Z university 
students in the Peruvian context. This study is relevant because it analyses how knowl-
edge and attitudes influence the use of the ChatGPT and how the use of this tool influ-
ences the perceived ethics and concerns of Peruvian students. In Peru, studies on the 
adoption of AI and its impact on higher education are still scarce. Consequently, it was 
relevant to conduct this study because it allowed for understanding from the students’ 
perspective how knowledge about ChatGPT and attitudes toward using ChatGPT influ-
ence their experiences. Additionally, it was possible to determine how the use of Chat-
GPT affects the perceived ethics and concerns of student users regarding ChatGPT.

Theoretical framework
ChatGPT and higher education

ChatGPT is a language model developed by OpenAI that has garnered significant atten-
tion since its launch on November 30, 2022, with potential applications across various 
fields, such as tourism, education, and software engineering. Mich and Garigliano (2023) 
suggested that the introduction of ChatGPT is a revolutionary force in digital trans-
formation processes that involves a series of risks, such as inappropriate and unethical 
use, in addition to completely revolutionizing the way users carry out their activities, 
whether work-related or academic. It has rapidly spread not only in developed countries 
but also in developing ones (Kshetri 2023). In the context of education, the ChatGPT 
has had positive impacts on the teaching-learning process, but proper teacher training 
is crucial for successful implementation (Montenegro-Rueda et al. 2023). Furthermore, 
ChatGPT has been used in software engineering tasks, demonstrating its potential for 
integration into workflows and its ability to break down coding tasks into smaller parts 
(Abrahamsson et al. 2023). However, it is important to note that ChatGPT has inherent 
limitations and risks that must be considered (Mich and Garigliano 2023).

On the other hand, ChatGPT has gained significant popularity in higher education 
(Arista et al., n.d.-a; Hassan 2023) compared to other language models developed by 
Google and Meta (Farhi et al. 2023). There are experiences where it has been used to 
provide personalized assistance and support to students, help them navigate university 
systems, answer questions, and provide feedback (Hassan 2023). However, the introduc-
tion of the ChatGPT has raised concerns about academic integrity (Arista et al. 2023). 
Nonetheless, it is important that teachers receive training on the proper use of ChatGPT 
to maximize its benefits (Montenegro-Rueda et al. 2023).

Student knowledge predicts ChatGPT use

The technology acceptance model (TAM) has been widely used to explain technol-
ogy acceptance among students in various educational contexts. This model includes 
constructs such as perceived usefulness and ease of use, which are fundamental in 
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determining technology adoption (Tang and Hsiao 2023). Considering the rapid devel-
opment and potential impact of AI technologies such as ChatGPT, it is essential to 
understand how students from different disciplines perceive and adopt such tools.

Surveys of university students have revealed that their attitudes toward technology 
adoption vary according to their area of knowledge. For example, according to Huedo-
Martínez et al. (2023), engineering and architecture students are more likely to adopt 
technologies before social sciences and humanities students are. These findings suggest 
that students’ familiarity with technology and their perception of its relevance to their 
field of study can influence their willingness to adopt new tools.

In the context of the ChatGPT, a survey among computer science students showed 
that while many are aware of the tool, they do not routinely use it for academic purposes. 
They express skepticism about its positive impact on learning and believe that universi-
ties should provide more guidelines and education on its responsible use by university 
students and faculty (Singh et al. 2023). Furthermore, a study with senior computer engi-
neering students revealed that although students admire ChatGPTs’ capabilities and find 
them interesting and motivating, they also believe that their responses are not always 
accurate and that good prior knowledge is needed to work effectively with this language 
model (Sane et al. 2023; Shoufan 2023).

However, the TAM has been applied to various student groups beyond those in engi-
neering and computer science. Duong et al. (2023) indicated that students who believe 
that ChatGPT can serve as a facilitator of knowledge exchange (a platform where they 
can exchange ideas, gather multiple perspectives, and collaboratively address academic 
challenges) will not only be more motivated but also more likely to actively engage in 
using this technology. This finding highlights the importance of perceived usefulness in 
driving technology adoption across different disciplines.

In summary, students’ knowledge and perceptions of ChatGPT play a crucial role in 
predicting its use. Factors such as familiarity with the tool, perception of its capabilities, 
and understanding of its limitations influence students’ decisions to use ChatGPT for 
academic purposes (Castillo-Vergara et al. 2109; Huedo-Martínez et al. 2023; Tang and 
Hsiao 2023). By considering the insights gained from the TAM and its application to 
various student groups, we can better understand the factors that drive the adoption of 
AI technologies such as ChatGPT in educational settings.

Hypothesis 1 Knowledge about the ChatGPT influences its use.

Attitudes toward artificial intelligence in education

An attitude is an evaluation of a psychological object and is characterized by dimen-
sions such as good versus bad and pleasant versus unpleasant (Ajzen 2001; Svennings-
son et al. 2022). Similarly, self-compassion refers to an individual’s mental readiness to 
perform certain behaviors (Almasan et al. 2023). Attitude has traditionally been divided 
into affective, cognitive, and behavioral components (Abd-El-Khalick et al. 2015; Breck-
ler 1984; Fishbein and Ajzen 1975).

Education attitudes toward AI are formed and modified through complex interactions 
among experiences, beliefs, and knowledge. Psychological theories, such as classical and 
operant conditioning, social learning theory, and cognitive dissonance theory, provide 
a basis for understanding how these attitudes develop. Repeated exposure to positive 
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experiences with AI in educational contexts can lead to a more favorable attitude toward 
it. Conversely, cognitive dissonance can arise when previous experiences or beliefs about 
AI conflict with new information or current experiences (Chan and Hu 2023).

Students’ attitudes toward AI, such as optimism, skepticism, or apathy, have a signifi-
cant impact on their willingness to interact and learn with these technologies (Thong et 
al. 2023). A positive attitude can encourage greater exploration and use of tools such as 
ChatGPT (Yasin 2022). However, a negative attitude can result in resistance to using AI, 
limiting learning opportunities (Irfan et al. 2023). A study conducted at the University of 
Jordan revealed a high level of positive attitudes toward using the ChatGPT as a learning 
tool, with 73.2% of respondents agreeing on its potential to facilitate the learning process 
(Ajlouni et al. 2023).

Several factors influence attitudes toward AI in education. The cultural and social 
context is crucial, as cultural beliefs and social values play a significant role in shaping 
attitudes (Hsu et al. 2021). Previous educational experience with technologies in the 
educational environment can significantly influence attitudes toward AI (Adelekan et al. 
2018). Based on the above, we formulate the following:

Hypothesis 2 The attitude toward the ChatGPT influences its use.

ChatGPT use influences students’ concerns

University students have shown a high level of positive attitudes toward using ChatGPT 
as a learning tool, with moderate affective components and high behavioral and cogni-
tive components of attitudes (Ajlouni et al. 2023).

Famaye et al. (2023) used the theory of reasoned action to interpret students’ percep-
tions and dispositions toward ChatGPT, revealing that students perceived ChatGPT as a 
valuable tool to support learning but had concerns about cheating, misinformation, and 
fairness issues. Likewise, it has been found that ChatGPT has a substantial impact on 
student motivation and engagement in the learning process, with a significant correla-
tion between teachers’ and students’ perceptions of ChatGPT use (Muñoz et al. 2023).

Studies specify that students have concerns about the use of the ChatGPT in educa-
tional settings, including skepticism about its positive effects on learning and concerns 
about potential fraud, misinformation, and fairness issues related to its use (Famaye et 
al. 2023; Singh et al. 2023).

Concerns have been raised about the accuracy of the data produced by the ChatGPT, 
discomfort in using the platform, and anxiety when unable to access ChatGPT services 
(Ajlouni et al. 2023). Additionally, students are skeptical about the positive impact of the 
ChatGPT on learning and believe that universities should provide clearer guidelines and 
better education on how and where the tool can be used for learning activities (Singh et 
al. 2023).

Furthermore, not only have students expressed their concerns, but educators have 
also voiced their concerns about the integration of the ChatGPT in educational settings, 
emphasizing the need for responsible and successful application in teaching or research 
(Halaweh 2023). Based on the reviewed literature, the following is proposed:

Hypothesis 3 Experience with the use of ChatGPT influences students’ concerns.
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The use of the ChatGPT influences students’ perceptions of ethics

In the context of AI, certain ethical principles are fundamental for its responsible and fair 
use. These principles include transparency, where AI algorithms and operations must be 
understandable to users. Justice and equity are essential for ensuring that AI applications 
do not perpetuate biases or discrimination (Köbis and Mehner 2021). Regarding privacy, 
it is crucial to protect users’ personal and sensitive information. Moreover, accountabil-
ity must be clearly established, especially in contexts where AI decisions have significant 
consequences (Elendu et al. 2023).

Ethical dilemmas in the use of AI in higher education include the use of student data, 
where privacy and consent issues arise (Khairatun Hisan and Miftahul Amri 2022). 
Biases in machine learning that could lead to unfair educational outcomes must also be 
considered (Goodman 2023). Academic autonomy must be balanced with the imple-
mentation of AI tools such as ChatGPT (Garani-Papadatos et al. 2022).

For the ethical implementation of AI in education, policies and regulations guiding its 
use are needed. This includes data protection regulations such as the General Data Pro-
tection Regulation (GDPR) in Europe and ethical guidelines for the development and use 
of AI provided by international and academic bodies (Ayhan 2023). Additionally, specific 
institutional policies of educational institutions must regulate the use of AI, ensuring 
alignment with the ethical values and principles of the academic community.

Students perceive the ChatGPT as a valuable tool for learning but have concerns 
about deception, misinformation, and equity (Famaye et al. 2023). Furthermore, the use 
of ChatGPT in academia has both negative and positive implications, with concerns 
about academic dishonesty and dependence on technology (Arista et al. 2023; Črček & 
Patekar 2023a; Farhi et al. 2023; Fuchs and Aguilos 2023; Hung and Chen 2023.; Ogugua 
et al. 2023; Robledo et al. 2023; Zeb et al. 2024a; Zhong et al. 2023). On the other hand, 
studies show that students use the ChatGPT for various academic activities, including 
generating ideas, summarizing, and paraphrasing with different perceptions of ethical 
acceptability (Črček & Patekar 2023a; Farhi et al. 2023).

Students expressed concern about the potential negative effects on cognitive abilities 
when they relied too much on the ChatGPT, indicating a moderate level of trust in the 
accuracy of the information provided by the ChatGPT (Bodani et al. 2023). Additionally, 
they believe that improvements to the ChatGPT are necessary and are optimistic that 
this will happen soon, emphasizing the need for developers to improve the accuracy of 
the responses given and for educators to guide students on effective prompting tech-
niques and how to evaluate the generated responses (Shoufan 2023). Based on the above, 
the following is proposed:

Hypothesis 4 The use of the ChatGPT influences students’ perceptions of ethics.

The use of the ChatGPT and perceived ethics according to demographic variables

However, few studies have used gender and age as moderators of the use of the ChatGPT 
for comparison with students’ perceptions of ethics according to these demographic 
variables. However, they found that students perceive the use of ChatGPT as an idea 
generator to be more ethically acceptable, while other uses, such as writing a part of the 
assignment, cheating, and misinformation regarding sources, are considered unethical, 
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raising concerns about academic misconduct and fairness (Črček & Patekar 2023a; 
Famaye et al. 2023).

Previous research has shown that demographic factors such as gender and age can 
influence the adoption and perception of new technologies, including AI-based tools 
such as ChatGPT. For example, a study by Lopes et al. (2023) involving participants aged 
18 to 43 years revealed significant differences between responses generated by ChatGPT 
and those generated by humans, suggesting that the perceived reliability of ChatGPT 
may vary across age groups. Additionally, a study conducted in Jordan revealed that 
undergraduate students generally held positive attitudes toward using ChatGPT as a 
learning tool, although they expressed concerns about the data accuracy and discomfort 
associated with using the platform (Ajlouni et al. 2023). These findings indicate that age 
may play a role in shaping students’ perceptions and use of ChatGPTs.

Furthermore, gender differences have been observed in technology adoption and per-
ception. Studies have shown that men and women often have different attitudes toward 
technology, with women sometimes expressing more concerns about privacy, security, 
and ethical implications (Venkatesh et al. 2000; Goswami and Dutta 2015). In the con-
text of the ChatGPT, Singh et al. (2023) found that students in the United Kingdom were 
skeptical about the positive effects of the ChatGPT on learning and emphasized the 
need for clearer guidelines and training on its use in academic activities. It is plausible 
that these concerns and attitudes may vary between male and female students.

Given the evidence of age and gender differences in technology adoption and percep-
tion, it is reasonable to hypothesize that the relationship between the use of ChatGPT 
and perceived ethics may differ by sex (Hypothesis 5) and age group (Hypothesis 6). 
Investigating these hypotheses will provide valuable insights into how demographic fac-
tors influence students’ engagement with and attitudes toward AI-based tools such as 
ChatGPT. Understanding these differences can help educators and institutions develop 
targeted strategies to address concerns, provide appropriate guidance, and promote the 
responsible use of ChatGPTs in academic settings. Therefore, the following hypothesis is 
proposed:

Hypothesis 5 The relationship between the use of the ChatGPT and perceived ethics 
differs by sex.

Hypothesis 6 The relationship between the use of the ChatGPT and perceived ethics 
differs by age group. Figure 1 presents the proposed research model, along with the previ-
ously substantiated research hypotheses.

Method
This research was oriented toward a quantitative approach of exploratory and explana-
tory nature because its purpose was to evaluate the knowledge, attitudes, and per-
ceptions of ethics regarding the use of the ChatGPT among university students. 
Additionally, the study involved a nonexperimental and cross-sectional design because 
it was conducted over a single period. Furthermore, the hypothetical-deductive method 
was employed because, based on a literature review, hypotheses were formulated, fol-
lowed by an empirical evaluation to test these hypotheses.
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Participants

In the study, a non-probabilistic accidental sampling method was employed, involving 
201 participants who voluntarily completed the survey. Table 1 presents the socio-demo-
graphic characteristics of the participants. Regarding their fields of study, 1.49% were 
from agronomy and veterinary science, 1.49% from architecture and urban planning, 

Table 1 Demographic characteristics of the participants (n = 201)
Item N %
Gender Male 91 45.3

Female 110 54.7
Age 17–19 56 27,9

20–22 88 43,8
23–25 46 22,9
26–28 11 5,5

Type of university Public 164 81.6
Private 37 18.4

Level of studies Undergraduate 192 95.5
Postgraduate 9 4.5

University Career Agronomy and Veterinary Science 3 1.49
Architecture and Urbanism 3 1.49
Exact and Natural Sciences 6 2.99
Social Sciences and Humanities 93 46.27
Health Sciences 18 8.96
Economics and Administration 19 9.45
Engineering 59 29.35

Device used to connect to ChatGPT Cell phone or cell phone 80 80
Tablet 4 4
Laptop or notebook computer 87 87
Desktop computer 30 30

ChatGPT usage time 1–2 Months 86 42,8
3–4 Months 37 18,4
5–6 Months 27 13,4
7–11 Months 20 10,0
1 year or more 31 15,4

Table 1 presents the sociodemographic data from a population surveyed on the use of ChatGPT. The data are segmented 
into several categories, such as gender, age, type of university, level of studies, university career, device used to connect to 
the ChatGPT, and time of ChatGPT use

Fig. 1 Proposed research model
The arrows indicate the direction of the hypothesized relationships, and the dotted line represents a potential 
moderating effect
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2.99% from exact and natural sciences, 46.27% from social sciences and humanities, 
8.96% from health sciences, 9.45% from economics and administration, and 29.35% from 
engineering. Of the total participants from this generation, the majority were female 
(54.7%), and a smaller percentage were male (45.3%). The predominant age ranges of 
the participants were 20–22 and 17–19 years. The majority of participants were under-
graduate students (9.5%). Laptops, computers and mobile phones were the devices most 
commonly used by participants to connect to the ChatGPT. Finally, regarding usage 
time, 42.8% indicated that they had been using ChatGPT for 1 to 2 months, and 18.4% 
reported using it for 3 to 4 months.

Instrument

The data collection instrument was created in Google Forms (https://forms.gle/dchuM-
wzrQsZNAoeHA) and presented in Spanish, contextualized to the Peruvian setting. The 
anonymous survey consisted of two sections: the first section presented the description 
of the questionnaire (objective, ethical aspects to consider, and contact of the principal 
investigator for inquiries) and included the question “Do you voluntarily agree to par-
ticipate in the study?” With branching, participants who selected “yes” responded to the 
survey, and if they answered “no”, the form automatically closed. This section included 
sociodemographic questions such as age, sex, type of university, level of education, pro-
fessional career, type of device, and approximate usage time of the ChatGPT to thor-
oughly understand the characteristics of the participants. In the second section, items 
for the constructs were placed, where knowledge (5 items adapted from Bodani et al. 
2023), attitude (7 items adapted from Bodani et al. 2023), and concern (5 items adapted 
from Farhi et al. 2023) were measured with a three-point Likert scale (1 = Yes; 2 = No; 
3 = Maybe). Moreover, the Perceived Ethics construct (6 items adapted from Malmström 
et al. 2023) and the Use of ChatGPT construct (6 items adapted from Haleem et al. 2022) 
used a five-point Likert scale ranging from 1 (Strongly Disagree) to 5 (Strongly Agree).

Procedure and data analysis

An online survey was administered to assess the concerns, knowledge, attitudes, and 
perceptions of ethics of university students regarding the use of the ChatGPT. The study 
was conducted during the months of September and December of 2023 at four Peru-
vian universities located in the La Libertad and Lima departments. An online form con-
taining two sections was submitted; the first section included an information sheet for 
participants and sociodemographic questions, while the second section contained the 
questionnaire items. In total, 225 responses were collected from participants; however, 
201 responses were used for analysis since, of the 24 responses, students did not agree to 
participate in the study by selecting the “no, I accept” option in a mandatory branching 
question at the beginning of the form.

Regarding ethical aspects, the research protocol was approved by the ethics committee 
of the National University of Trujillo, and then the data were collected through an anon-
ymous online survey. In addition, before participating in the study, all participants read 
the informed consent form and freely and voluntarily agreed to participate in the study.

The results of the analysis of the sociodemographic data were analyzed, and frequen-
cies and percentages were obtained using Excel. To test the research hypotheses, struc-
tural equation modeling (SEM) was performed with the statistical software Smart-PLS 

https://forms.gle/dchuMwzrQsZNAoeHA
https://forms.gle/dchuMwzrQsZNAoeHA


Page 11 of 23Acosta-Enriquez et al. International Journal for Educational Integrity           (2024) 20:10 

v.4.0.9.8, which is based on the partial least squares (PLS) technique, to test the research 
hypotheses of the SEM (Ringle et al. 2022). Reliability was assessed using Cronbach’s 
alpha coefficient and composite reliability (CR), with values above 0.7 (Table 2). Conver-
gent validity was assessed with the average variance extracted (AVE), with values above 
0.5 (Table  2). Moreover, to evaluate discriminant validity, the criterion of Fornell and 

Table 2 Reliability and convergent validity of the measurement model
Constructs Items Measurements Outer 

loadings
P value

Knowledge 
(α = 0.939; 
AVE = 0.759; 
CR = 0.883)

KNW1 Have you heard about ChatGPT before? 0.887 < 0.001
KNW2 Have you read any articles or research papers about ChatGPT? 0.890 < 0.001
KNW3 Do you know how ChatGPT works? 0.928 < 0.001
KNW4 Do you think ChatGPT is accurate in understanding and 

responding to user inquiries?
0.831 < 0.001

KNW5 Do you believe there are ethical or legal considerations related 
to the use of ChatGPT?

0.929 < 0.001

Attitude 
(α = 0.738; 
AVE = 0.895; 
CR = 0.817)

ATT1 Do you feel comfortable using ChatGPT in your academic 
activities?

0.925 < 0.001

ATT2 Do you think ChatGPT provides accurate and useful 
information?

0.754 < 0.001

ATT3 Do you feel comfortable interacting with ChatGPT? 0.975 < 0.001
ATT4 Do you think ChatGPT can help you by reducing your academ-

ic workload (assignments, exams, and projects)?
0.977 < 0.001

ATT5 Is ChatGPT better than human interaction? 0.966 < 0.001
ATT6 Would you recommend ChatGPT to your peers? 0.909 < 0.001
ATT7 Do you believe ChatGPT will replace human communication 

in the future?
0.954 < 0.001

Student´s 
Concerns 
(α = 0.896; 
AVE = 0.707; 
CR = 0.923)

SC1 It is not ethical for students to rely on the ChatGPT tool to 
write their assignments.

0.799 < 0.001

SC2 I am concerned about the reliance on ChatGPT for educational 
purposes.

0.845 < 0.001

SC3 I worry that reliance on ChatGPT could destroy the purpose of 
education.

0.904 < 0.001

SC4 Dependence on ChatGPT can negatively affect students’ criti-
cal thinking abilities.

0.850 < 0.001

SC5 ChatGPT can negatively affect students’ creative writing skills. 0.802 < 0.001
Perceived 
ethics 
(α = 0.889; 
AVE = 0.668; 
CR = 0.923)

PE1 ChatGPT can provide unreliable data, which threatens the 
efforts of students.

0.757 < 0.001

PE2 I refrain from writing the text of assignments with ChatGPT to 
avoid ethical dilemmas.

0.809 < 0.001

PE3 I use ChatGPT only for creative ideas related to education. 0.855 < 0.001
PE4 ChatGPT should only be used by students with special needs 

(dyslexic, ASD).
0.865 < 0.001

PE5 Developing ethical guidelines for the use of ChatGPT is the 
responsibility of the institution.

0.863 < 0.001

PE6 The use of AI-based tools should be prohibited in educational 
institutions.

0.728 < 0.001

Chat-
GPT Usage 
(α = 0.917; 
AVE = 0.708; 
CR = 0.936)

GPTUS1 ChatGPT is a cutting-edge writing model at present. 0.703 < 0.001
GPTUS2 ChatGPT assists students in drafting essays and writing articles. 0.798 < 0.001
GPTUS3 ChatGPT helps students resolve their academic doubts or 

concerns step by step.
0.887 < 0.001

GPTUS4 ChatGPT is a tool that allows me to be more productive in 
carrying out my academic activities.

0.834 < 0.001

GPTUS5 ChatGPT is a revolution in natural language processing 
capabilities.

0.851 < 0.001

GPTUS6 ChatGPT is full of creative ideas to share with my teachers and 
peers.

0.837 < 0.001

α = Cronbach’s alpha, AVE = average variance extracted, CR = composite reliability
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Larcker (1981) was followed, analyzing the square root of the AVE of each construct to 
ensure that its values were not higher than the correlations between all the other con-
structs and the specific construct (Table 3).

Results
Descriptive results

Table 4 provides a descriptive analysis of the evaluated constructs. For the Knowledge 
construct, the KNW1 to KNW5 items exhibited medians ranging from 1.000 to 2.000, 
suggesting that the responses tended toward the lower end of the scale. The standard 

Table 3 Discriminant validity of the measurement model
Knowledge Attitude Student´s Concerns Perceived ethics ChatGPT Usage

Knowledge 0.871
Attitude 0.659 0.946
Student´s Concerns 0.535 0.631 0.841
Perceived ethics 0.753 0.837 0.689 0.817
ChatGPT Usage 0.639 0.738 0.773 0.679 0.841
The square roots of average variances extracted (AVEs) are shown on the diagonal

Table 4 Descriptive statistics of the study constructs
Constructs Items Median Standard Deviation Shapiro-Wilk Shapiro-Wilk p-value Range
Knowledge KNW1 1.000 0.441 0.401 < .001 2.000

KNW2 2.000 0.677 0.777 < .001 2.000
KNW3 1.000 0.754 0.597 < .001 2.000
KNW4 2.000 0.906 0.735 < .001 2.000
KNW5 1.000 0.879 0.723 < .001 2.000

Attitude ATT1 1.000 0.881 0.692 < .001 2.000
ATT2 2.000 0.938 0.709 < .001 2.000
ATT3 1.000 0.881 0.660 < .001 2.000
ATT4 1.000 0.873 0.655 < .001 2.000
ATT5 2.000 0.636 0.784 < .001 2.000
ATT6 1.000 0.929 0.668 < .001 2.000
ATT7 2.000 0.700 0.802 < .001 2.000

Student´s Concerns SC1 4.000 0.974 0.852 < .001 4.000
SC2 4.000 0.962 0.843 < .001 4.000
SC3 4.000 0.928 0.839 < .001 4.000
SC4 4.000 0.941 0.845 < .001 4.000
SC5 4.000 0.966 0.834 < .001 4.000

Perceived Ethics PE1 4.000 1.015 0.763 < .001 4.000
PE2 4.000 0.992 0.852 < .001 4.000
PE3 4.000 0.904 0.814 < .001 4.000
PE4 4.000 1.013 0.862 < .001 4.000
PE5 4.000 0.945 0.871 < .001 4.000
PE6 4.000 0.933 0.857 < .001 4.000

ChatGPT Usage GPTUS1 4.000 1.007 0.879 < .001 4.000
GPTUS2 4.000 0.949 0.863 < .001 4.000
GPTUS3 4.000 1.060 0.897 < .001 4.000
GPTUS4 4.000 0.869 0.839 < .001 4.000
GPTUS5 4.000 1.046 0.893 < .001 4.000
GPTUS6 3.000 1.031 0.907 < .001 4.000

Note. The descriptive measure of the mean was not considered, since the distributions of the responses are not normal

Table 4 provides summary statistics of the constructs measured in a study on the use of ChatGPT. For each construct, the 
table presents the median, standard deviation, Shapiro Wilk test contrast, and range. The constructs include attitude, 
ChatGPT use, knowledge, perceived ethics, and student concerns
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deviation ranged from 0.441 to 0.906, indicating moderate variability in the responses. 
Additionally, the range of responses is 2 for all items, implying that responses are distrib-
uted across two distinct points on the scale.

Regarding the Attitude construct, items ATT1 to ATT7 predominantly have a median 
of 1.000, except for ATT4 and ATT7, for which the median is 2.000, suggesting a gen-
erally negative or neutral attitude. The standard deviation ranged from 0.623 to 0.936, 
indicating significant variability in the responses. The range is 2, indicating a distribution 
across two distinct points on the scale for all measured attitudes.

In terms of student concerns, items SC1 to SC5 show medians varying from 1,000 to 
4,000, reflecting greater concern in certain aspects. The standard deviation ranges from 
0.928 to 0.974, suggesting high variability in student concerns. The range is 3, indicating 
that the responses span three distinct points on the scale.

For the Perceived Ethics construct, items PE1 to PE6 consistently had medians of 
4.000, indicating a positive perception of ethics. The standard deviation varies between 
0.904 and 0.994, showing considerable variability in ethical perception. The range is 3, 
suggesting a distribution across three distinct points on the scale.

Last, in the use of the ChatGPT construct, the GPTUS1 to GPTUS6 items presented 
medians ranging from 1.000 to 4.000, indicating varying levels of use and attitudes 
toward ChatGPT. The standard deviation ranged from 0.869 to 1.097, indicating high 
variability in the use of ChatGPT. The range is 4, implying that the responses cover the 
entire 5-point scale, reflecting a wide range of experiences and perceptions regarding the 
use of the ChatGPT.

Model measurement results

For convergent validity, as shown in Table  2, factorial loadings, Cronbach’s alpha (α), 
composite reliability (CR), and average variance extracted (AVE) were analyzed. Accord-
ing to the criteria of (Hair 2009), it is recommended that the factorial loadings of all 
items surpass the threshold of 0.50, and precisely, the results of the study construct items 
show factorial loadings ranging from 0.703 to 0.977, satisfying this threshold. Based on 
the criterion of Nunnally (1994), when α and CR present values greater than 0.70, they 
are considered adequate, and as shown in Table 2, all the constructs meet this criterion. 
Finally, according to (Teo and Noyes 2014), AVE values are considered adequate when 
they are above 0.50, and as evidenced in Table 2, all the constructs exceed this threshold.

To analyze the discriminant validity of the research model, the criterion of Fornell and 
Larcker (1981) was used, according to which there is discriminant validity if the square 
root of the AVE located in the diagonal must be significantly greater than the correla-
tions of the constructs located outside the diagonal. Table 3 shows that the diagonal val-
ues are significantly greater than the correlation values of the constructs that are outside 
the diagonal; consequently, the SEM has high discriminant validity.

Research hypothesis testing

Hypothesis testing for the SEM was conducted using the partial least squares (PLS) 
technique in SmartPLS software version 4.0.9.8. First, the goodness-of-fit indices were 
considerably acceptable: χ²= 4248.817, SRMR = 0.087, d_ULS = 4.009, d_G = 1.628, and 
NFI = 0.959.
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Second, Table  5; Fig.  2 show the standardized path coefficients, p values, and other 
results. Two out of the six hypotheses are accepted. The verified hypotheses presented 
path coefficients greater than 0.50, suggesting a significant and positive relationship. Fur-
thermore, the two paths of the accepted hypotheses were highly influential (ChatGPT 
Usage → Perceived Ethics = 12.985; ChatGPT Usage → Student´s Concerns = 23.754).

Third, the values of the coefficient of determination (R2) indicate that knowledge and 
attitude explain 84.2% of the variation in ChatGPT usage. On the other hand, ChatGPT 
Usage explains 59% of the variation in Perceived Ethics and 64% of the variation in Stu-
dents’ Concerns.

Table 5 Hypothesis testing for the overall model
Construct 2.50% 97.50% Standard 

deviation 
(STDEV)

T statistics P 
value

Path 
Coefficient

Deci-
sion

Attitude → ChatGPT Usage -0.347 0.323 0.227 0.834 0.404 -0.189 Rejected
ChatGPT Usage → Perceived 
Ethics

0.715 0.971 0.066 12.985 0.000 0.856 Ac-
cepted

ChatGPT Usage → Student´s 
Concerns

0.735 0.862 0.034 23.754 0.000 0.802 Ac-
cepted

Knowledge → ChatGPT 
Usage

-0.258 0.221 0.133 0.545 0.586 -0.072 Rejected

Gender x ChatGPT Usage → 
Perceived Ethics

-0.345 0.022 0.093 1.861 0.063 -0.173 Rejected

Age x ChatGPT Usage → 
Perceived Ethics

-0.064 0.180 0.060 0.880 0.379 0.052 Rejected

Table 5 summarizes the results of a statistical analysis examining the relationships between various constructs and their 
influence on ChatGPT usage and perceived ethics. For each hypothesized relationship, the table reports the 2.50% and 
97.50% confidence intervals, standard deviation, t-statistics, p values, path coefficients, and a decision on whether the 
hypothesis is accepted or rejected based on the significance level. Relationships between Attitude and ChatGPT Usage, 
ChatGPT Usage and Perceived Ethics, and ChatGPT Usage and Student’s Concerns were tested, along with the moderating 
effects of Knowledge, Gender, and Age on these relationships

Fig. 2 Research model solved
Figure 2 illustrates the resolved structural model from a study on ChatGPT usage, detailing the standardized path 
coefficients for hypothesized relationships between constructs such as knowledge, attitude, student concerns, 
and perceived ethics and their direct or indirect influence on ChatGPT usage. It also includes the moderating ef-
fects of gender and age on these relationships. The coefficients on the arrows represent the strength and direction 
of these relationships, with significant paths often highlighted to denote their impact on the model
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Discussion
The main objective of the study was to evaluate the concerns, knowledge, attitudes, and 
ethics of university students regarding the use of the ChatGPT. The research model ini-
tially showed acceptable fit indices. Moreover, the R2 values demonstrated that knowl-
edge and attitude explained 84.2% of the variation in ChatGPT usage. The ChatGPT 
Usage construct explains 59% of the variation in Perceived Ethics and 64% of the varia-
tion in Student´s Concerns.

Regarding hypothesis 1, the results indicate that knowledge about ChatGPT 
among students does not positively influence the use of this system (B=-0.072; P 
value = 0.586 > 0.05). In another context, Duong et al. (2023) reported that students who 
believe that ChatGPT serves as a facilitator of knowledge exchange are more motivated 
and more likely to use it in the future. On the other hand, (Huedo-Martínez et al. 2023) 
maintain that attitudes toward the adoption and use of technology vary depending on 
their area of knowledge; therefore, it is likely that this hypothesis was not confirmed 
because the participants belonged to Generation Z but rather from different professional 
careers. In addition, previous familiarity with similar technologies could have played an 
important role in students’ perceptions and use of the ChatGPT. Those with prior expe-
rience in artificial intelligence tools or chatbot systems may show differences in their 
approach and valuation of ChatGPT compared with those without such experience. This 
aspect, which was not directly covered by our research, could explain the variability in 
the acceptance and use of the ChatGPT among students from different disciplines.

Regarding the second research hypothesis, the results showed that attitude does not 
influence the use of ChatGPT (B=-0.189; P value = 0.404 > 0.05). In this respect, [53] 
indicated that students’ attitudes toward AI, such as optimism, skepticism, or apathy, 
have a significant impact on their willingness to interact and acquire knowledge through 
these technologies. On the other hand, Halaweh (2023) noted that a negative attitude 
results in resistance to using AI, limiting learning opportunities. Therefore, this relation-
ship was likely not confirmed because students exhibit skepticism about the benefits of 
ChatGPT, which affects their willingness to use this language model. The skepticism 
surrounding the ChatGPT may stem from various sources, such as concerns about the 
accuracy of information provided by this AI-based tool, fears of an overreliance on tech-
nology in learning environments, or the belief that these tools could undermine critical 
and analytical thinking abilities. These issues underscore the intricate dynamics between 
attitudes toward artificial intelligence and its successful integration into educational con-
texts. Although positive views on AI may promote the intention to utilize tools such as 
ChatGPT, it is crucial to acknowledge that the adoption of AI technologies is not solely 
influenced by attitudes alone. Other elements, including perceived usefulness, ease of 
use, and potential risks associated with the technology, also significantly contribute to 
the adoption process. Thus, the relationship between attitudes toward AI and the effec-
tive implementation of AI-based tools should not be viewed as straightforward. Instead, 
it represents a complex interaction of multiple factors that must be meticulously evalu-
ated when incorporating AI technologies into educational strategies.

The impact of contextual and individual factors on shaping attitudes toward Chat-
GPT should not be overlooked. Factors such as prior experience with technology, the 
level of understanding of AI, and even social and cultural contexts can profoundly influ-
ence perceptions and attitudes toward ChatGPT. This insight underscores the need for 
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interventions designed to enhance receptiveness to ChatGPT. These should address the 
foundational elements by disseminating clear and precise information about its func-
tions, limitations, and potential benefits for educational practices. When effectively 
incorporated into educational settings, ChatGPT can provide numerous advantages that 
augment the learning experience. For instance, it offers immediate feedback, personal-
ized assistance, and access to an extensive database of information, thus enabling deeper 
exploration of subjects and fostering autonomous learning. Additionally, the ChatGPT 
can support educators in developing interactive educational content, creating assess-
ment items, and providing tailored assistance to students with varied learning require-
ments. By elucidating these benefits and illustrating how ChatGPT can supplement and 
enhance conventional teaching approaches, educators can facilitate better appreciation 
among students and other stakeholders of the significant role this AI tool can play in 
education. Such understanding is likely to lead to more favorable attitudes and increased 
readiness to embrace ChatGPT as an essential educational resource.

On the other hand, according to hypothesis 3, the results demonstrated that the use of 
ChatGPT influenced students’ concerns (B = 0.802; P value = 0.000 < 0.05). According to 
these findings (Famaye et al. 2023; Singh et al. 2023), students are concerned about the 
use of ChatGPT in educational settings, including skepticism about its positive effects 
on learning and concerns about potential fraud, misinformation, and equity issues 
related to its use. Furthermore, they are skeptical about the positive impact of the Chat-
GPT on learning and believe that universities should provide clearer guidelines and bet-
ter education on how and where the tool can be used for learning activities (Singh et al. 
2023). Therefore, the use of the ChatGPT generates concerns among students about its 
positive consequences, privacy, and misinformation. This finding underlines the need for 
a comprehensive framework that addresses both the potentialities and challenges pre-
sented by the ChatGPT in the educational realm (Ayhan 2023). To address these con-
cerns, it is essential that educational institutions adopt a proactive approach, offering 
specific training on the ethical and effective use of the ChatGPT, as well as on identifying 
and preventing fraud and misinformation.

To address concerns regarding academic integrity and the appropriate utilization 
of ChatGPT in educational contexts, it is imperative to establish explicit policies and 
guidelines that extend beyond mere training programs. These policies should be crafted 
to ensure that technological applications enhance conventional teaching methodologies, 
promoting deeper and more critical learning without undermining academic integrity or 
student equity. An effective strategy involves the integration of academic integrity prin-
ciples and practices directly within teaching and learning modules. For instance, educa-
tors can construct assignments and activities that compel students to critically evaluate 
the data generated by ChatGPT, juxtapose it with alternative sources, and contemplate 
the ramifications of employing AI-based tools within their learning trajectory. By incor-
porating these activities into the curriculum, students can attain a more profound under-
standing of the responsible use of ChatGPT and develop the competencies necessary to 
uphold academic integrity amid technological progress. Furthermore, being transparent 
about how ChatGPT can serve as a beneficial resource for specific learning scenarios 
and being clear about its constraints are crucial for fostering trust in its application. Edu-
cators should facilitate open dialogs with students concerning the advantages and chal-
lenges associated with using ChatGPT, offering advice on when and how to employ the 
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tool both effectively and ethically. By embedding academic integrity principles and prac-
tices within teaching and learning modules, educators can foster a culture of responsible 
AI usage that transcends isolated training initiatives and becomes a fundamental com-
ponent of the educational framework.

Similarly, in relation to hypothesis 4, the results suggest that the use of ChatGPT influ-
ences students’ perceptions of ethics (B = 0.856; P value = 0.000 < 0.05). In this respect, 
Famaye et al. (n.d.-d) noted that the ChatGPT is a valuable tool for learning, but they 
have concerns about deception, misinformation, and equity. On the other hand, the use 
of ChatGPT in academia has both negative and positive effects, with concerns about 
academic dishonesty and dependence on technology (Arista et al. 2023; Črček & Patekar 
2023a; Farhi et al. 2023; Fuchs and Aguilos 2023; Hung & Chen, 380 C.E.; Ogugua et al. 
2023; Robledo et al. 2023; Zeb et al. 2024a; Zhong et al. 2023). Similarly, when students 
rely too much on the ChatGPT, they are concerned about the potential negative effects 
on their cognitive abilities (Bodani et al. 2023). Therefore, it is important to address these 
ethical issues associated with the use of the ChatGPT in educational settings to ensure 
that its implementation positively contributes to the academic and personal develop-
ment of students. The influence of ChatGPT use on students’ perceived ethics under-
scores the importance of fostering ongoing dialog about ethical values and individual 
responsibilities in the use of AI technologies.

We believe that to address students’ ethical concerns, it is essential for educational 
institutions to implement training programs that specifically address issues of academic 
integrity and responsible technology use. These programs should teach students how to 
use ChatGPTs in a way that complements their learning without compromising their 
intellectual development or academic honesty. This includes guiding them on how to 
properly cite AI-generated material and distinguishing between acceptable collaboration 
with these tools and plagiarism.

Furthermore, it is crucial to promote a deeper understanding of the limitations of 
ChatGPT and other AI tools, as well as their implications for privacy and data security. 
By better understanding these limitations, students can make more informed and ethical 
decisions about when and how to use these technologies.

Moderation differences in the use of the ChatGPT and perceived ethics by sex and age

The findings of the present study indicate that neither gender nor age moderates the 
influence of ChatGPT use and perceived ethics among Generation Z students. In real-
ity, few studies have used these demographic variables to evaluate this relationship. In 
another context, (Črček & Patekar 2023a; Famaye et al. 2023) indicate that students who 
perceive the most ethically acceptable use of the ChatGPT as an idea generator, while 
other uses are seen as unethical, leading to concerns about academic misconduct and 
equity. Lopes et al. (2023) reported differences between the responses generated by the 
ChatGPT and those generated by students aged 18 to 43 years. In the United Kingdom, 
students expressed some skepticism about the positive benefits of ChatGPTs for their 
learning. Therefore, these relationships may not be confirmed by various contextual fac-
tors, thus providing evidence that both male and female Generation Z students perceive 
risks such as dependence and misinformation by interacting with this system in the 
same way.



Page 18 of 23Acosta-Enriquez et al. International Journal for Educational Integrity           (2024) 20:10 

Theoretical and practical implications

The knowledge and attitudes of students toward ChatGPT do not automatically result 
in its broader adoption, underscoring the complexity of the factors that influence its 
acceptance. The ethical concerns raised by the use of ChatGPT highlight the necessity 
of developing theories that address the wider psychosocial implications of relying on and 
delegating tasks to AI, especially within the realm of academic integrity.

As students increasingly depend on ChatGPT for their academic tasks, they may out-
source essential cognitive skills such as critical thinking, problem solving, and the gen-
eration of original content to this technology. This shift can lead to a reduced sense of 
personal accountability in upholding academic integrity, as students might view AI as 
a replacement for their own intellectual labor. Consequently, this transfer of functions 
to AI can contribute to the degradation of academic integrity, manifesting in behaviors 
such as plagiarism, the uncritical acceptance of AI-generated content, and a deficiency 
in original thought.

The evidence indicates that merely possessing knowledge of or holding favorable atti-
tudes toward ChatGPT does not guarantee its effective integration into educational 
practices. A comprehensive approach that considers the interplay of multiple factors 
in the technological acceptance model while also addressing the psychosocial effects of 
dependency on AI and its potential impact on academic integrity is essential for thor-
oughly comprehending and mitigating the challenges posed by the integration of ChatG-
PTs in educational contexts.

Existing theoretical models, such as the Technology Acceptance Model (TAM) and the 
Unified Theory of Acceptance and Use of Technology (UTAUT2), could be expanded 
to include specific factors related to AI technologies such as the ChatGPT. These mod-
els should consider how previous experiences with similar technologies, performance 
expectations, the perceived effort needed, social influence, and facilitating conditions 
impact predisposition toward AI use. Furthermore, it is critical to understand how atti-
tudes toward AI, such as optimism or skepticism, develop and how these attitudes not 
only affect the intention to use but also affect effective adoption and usage practices.

Limitations and future studies

The main limitations of the study were as follows: First, there was no scale for measuring 
students’ concerns or ethics perceptions regarding the use of the ChatGPT; therefore, 
although the quality tests of the study model were acceptable, these constructs cannot 
be measured with greater precision. Second, the survey was based on the experience 
of Generation Z students using the ChatGPT. Finally, the sample was obtained through 
nonprobabilistic sampling accidentally, so it is possible that the study’s results may not 
be generalizable to other contexts.

For future work, it would be important to create new scales to assess students’ per-
ceived ethics. Additionally, it would be beneficial to expand the scope of the study to 
include participants from different generations, as well as those from various academic 
disciplines and cultures, to better understand how these variables may influence the per-
ception and use of ChatGPTs and other artificial intelligence technologies. This expan-
sion of the study could provide a more nuanced and generalizable view of AI acceptance 
in educational contexts.
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Another important aspect for future research is the detailed analysis of how different 
educational and professional experiences with AI, including both positive and negative 
experiences, affect the willingness to adopt technologies such as ChatGPT. Understand-
ing the dynamics of these previous experiences could offer valuable insights for the 
development of pedagogical and technological strategies that foster more effective and 
ethical adoption of AI in education.

When investigating the implementation strategies and regulatory frameworks that 
educational institutions might establish to promote the ethical and responsible utiliza-
tion of ChatGPT, it is crucial to acknowledge the diverse needs and challenges that vary 
across different academic disciplines. Establishing clear policies concerning acceptable 
use, academic integrity, data privacy, and security is essential; however, these policies 
may require adaptation to meet the specific needs and contexts of each discipline.

For instance, in disciplines such as creative writing or the arts, the use of the ChatGPT 
could raise distinct concerns regarding originality and authenticity, necessitating poli-
cies tailored to address these specific issues. Conversely, in fields such as mathematics 
or computer science, the emphasis might shift toward ensuring that students compre-
hend the underlying principles and can apply these principles independently rather than 
depending on the solutions generated by AI.

Additionally, the creation of training programs for both students and educators should 
consider the varied applications of the ChatGPT across different disciplines. These pro-
grams should offer guidance for effectively integrating ChatGPT into particular disci-
plinary contexts while also addressing the potential risks and challenges posed by its use 
in each area.

By acknowledging the need for nuanced and context-specific approaches to regulatory 
frameworks and implementation strategies, educational institutions can more effectively 
support the ethical and responsible application of the ChatGPT across a broad spectrum 
of disciplines. This approach ensures that the technology is leveraged in a manner that 
augments learning outcomes while preserving academic integrity.

Furthermore, given the importance of attitudes toward AI in the adoption of technolo-
gies such as ChatGPT, future research could explore in depth the factors that contribute 
to the development of these attitudes. This could include studies examining the impact 
of informational campaigns, practical experiences with technology, and the role of media 
and social networks in shaping perceptions about AI.

Future studies should investigate how perceptions regarding the ethics and utilization 
of ChatGPT may differ based on demographic variables such as gender, age, and cultural 
background. This could yield important insights into the distinct concerns of various 
groups, potentially guiding the development of more inclusive, equitable, and cultur-
ally sensitive tools and policies. For instance, should specific age demographics show 
a tendency to negatively affect ChatGPT’s impact on academic fairness, educational 
institutions could develop tailored interventions to mitigate these perceptions. More-
over, cultural factors might significantly influence attitudes toward AI-based tools such 
as ChatGPT. Students of diverse cultural origins might exhibit different levels of famil-
iarity with confidence in or receptiveness to AI technologies, which could affect their 
readiness to embrace and utilize ChatGPT for educational objectives. Additionally, cul-
tural norms and values concerning education, academic integrity, and the role of tech-
nology in education may vary among cultures. These variances could result in different 
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perceptions regarding the ethicality and suitability of employing the ChatGPT in edu-
cational contexts. For example, some cultural groups may value individual effort and 
originality more highly, whereas others might favor collaborative learning and the inte-
gration of technological support. By conducting research that addresses cultural barriers 
and differences, educational institutions can devise more culturally attuned approaches 
to incorporating ChatGPT into their pedagogical strategies. This might entail custom-
izing training programs, support services, and policies to meet the particular needs and 
concerns of students from varied cultural backgrounds, ensuring that the technology is 
employed in a way that respects and accommodates cultural distinctions while fostering 
academic excellence and integrity.

Conclusions
The research contributes to the literature by suggesting that models such as the TAM 
and UTAUT2 incorporate specific variables related to AI technologies. Thus, a deeper 
understanding of how utility perceptions, effort, expectations, and previous experi-
ences affect students’ disposition toward the use of ChatGPT can be obtained, providing 
a more solid foundation for the development of AI-oriented educational strategies and 
technologies.

The knowledge and positive attitudes of students toward ChatGPT do not guarantee 
its adoption and effective use. Despite the common belief that knowledge and positive 
attitudes toward a technology drive its use, our findings suggest that reality is more 
nuanced. Factors such as the area of knowledge, previous experience with similar tech-
nologies, and cultural and social context play crucial roles in how students perceive and 
decide to use ChatGPTs. Therefore, deeper theoretical models that consider context, 
disciplinary variables, and previous experiences with AI are needed.

It is important to investigate how attitudes of optimism, skepticism, or apathy toward 
AI develop and how these attitudes influence the intention to use technologies such as 
the ChatGPT.

The dependence of students on AI tools such as ChatGPT raises ethical concerns that 
must be addressed with training programs on responsible use. The significant impact of 
ChatGPT use on students’ ethical concerns highlights the critical need to develop and 
apply strong ethical frameworks in the implementation of AI in education.

This study examined the relationship between ChatGPT usage and perceived ethics, 
taking into account potential variations based on gender and age. Perceived ethics refers 
to students’ beliefs concerning the moral and ethical consequences of utilizing ChatGPT 
for academic purposes. The results indicated no significant differences in this relation-
ship with respect to gender or age, suggesting that both male and female students, as 
well as students across various age groups, share similar views on the ethical implica-
tions of using the ChatGPT. Nonetheless, further research involving diverse samples and 
varying educational contexts is required to deepen the analysis of this relationship and 
investigate potential demographic variations. Understanding how students perceive the 
ethical ramifications of using ChatGPT is vital for the development of effective guide-
lines, policies, and training programs that foster the responsible and ethical use of AI-
driven tools in education.

Finally, HEIs must develop policies, specific guidelines, and training programs to 
promote the ethical use of the ChatGPT, addressing issues such as academic integrity, 
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privacy, and misinformation. In addition, educational institutions must strive to offer 
specific training on the ethical use of the ChatGPT, addressing issues such as misin-
formation, fraud, and academic integrity. This proactive approach will not only help 
mitigate students’ concerns but also promote more responsible and critical use of these 
technologies.
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