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Abstract 

Background: The application of artificial intelligence (AI) in academic writing 
has raised concerns regarding accuracy, ethics, and scientific rigour. Some AI content 
detectors may not accurately identify AI-generated texts, especially those that have 
undergone paraphrasing. Therefore, there is a pressing need for efficacious approaches 
or guidelines to govern AI usage in specific disciplines.

Objective: Our study aims to compare the accuracy of mainstream AI content detec-
tors and human reviewers in detecting AI-generated rehabilitation-related articles 
with or without paraphrasing.

Study design: This cross-sectional study purposively chose 50 rehabilitation-related 
articles from four peer-reviewed journals, and then fabricated another 50 articles using 
ChatGPT. Specifically, ChatGPT was used to generate the introduction, discussion, 
and conclusion sections based on the original titles, methods, and results. Wordtune 
was then used to rephrase the ChatGPT-generated articles. Six common AI content 
detectors (Originality.ai, Turnitin, ZeroGPT, GPTZero, Content at Scale, and GPT-2 Output 
Detector) were employed to identify AI content for the original, ChatGPT-generated 
and AI-rephrased articles. Four human reviewers (two student reviewers and two 
professorial reviewers) were recruited to differentiate between the original articles 
and AI-rephrased articles, which were expected to be more difficult to detect. They 
were instructed to give reasons for their judgements.

Results: Originality.ai correctly detected 100% of ChatGPT-generated and AI-
rephrased texts. ZeroGPT accurately detected 96% of ChatGPT-generated and 88% 
of AI-rephrased articles. The areas under the receiver operating characteristic curve 
(AUROC) of ZeroGPT were 0.98 for identifying human-written and AI articles. Turnitin 
showed a 0% misclassification rate for human-written articles, although it only identi-
fied 30% of AI-rephrased articles. Professorial reviewers accurately discriminated at least 
96% of AI-rephrased articles, but they misclassified 12% of human-written articles as AI-
generated. On average, students only identified 76% of AI-rephrased articles. Review-
ers identified AI-rephrased articles based on ‘incoherent content’ (34.36%), followed 
by ‘grammatical errors’ (20.26%), and ‘insufficient evidence’ (16.15%).
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Conclusions and relevance: This study directly compared the accuracy of advanced 
AI detectors and human reviewers in detecting AI-generated medical writing after par-
aphrasing. Our findings demonstrate that specific detectors and experienced reviewers 
can accurately identify articles generated by Large Language Models, even after para-
phrasing. The rationale employed by our reviewers in their assessments can inform 
future evaluation strategies for monitoring AI usage in medical education or publi-
cations. AI content detectors may be incorporated as an additional screening tool 
in the peer-review process of academic journals.

Keywords: Artificial intelligence, ChatGPT, Paraphrasing tools, Generative AI, Academic 
integrity, AI content detectors, Peer review, Perplexity scores, Scientific rigour, Accuracy

Introduction
Chat Generative Pre-trained Transformer (ChatGPT; OpenAI, USA) is a popular 
and responsive chatbot that has surpassed other Large Language Models (LLMs) in 
terms of usage (ChatGPT Statistics 2023). Being trained with 175 billion parameters, 
ChatGPT has demonstrated its capabilities in the field of medicine and digital health 
(OpenAI 2023). It has been reported to be able to solve higher-order reasoning ques-
tions in pathology (Sinha 2023). Currently, ChatGPT has been used in generating 
discharge summaries (Patel &Lam 2023), aiding in diagnosis (Mehnen et  al. 2023), 
and providing health information to patients with cancer (Hopkins et al. 2023). Cur-
rently, ChatGPT has become a valuable writing assistant, especially in medical writ-
ing (Imran & Almusharaf 2023).

However, scientists did not support granting ChatGPT authorship in academic pub-
lishing because it could not be held accountable for the ethics of the content (Stokel-
Walker 2023). Its tendency to generate plausible but non-rigorous or misleading 
content has raised doubts about the reliability of its outputs (Sallam 2023; Manohar & 
Prasad 2023). This poses a risk of disseminating unsubstantiated information. There-
fore, scholars have been exploring ways to detect AI-generated content to uphold 
academic integrity, although there are conflicting perspectives on the utilization of 
detectors in academic publishing. Previous research found that 14 existing AI detec-
tion tools exhibited an average accuracy of less than 80% (Weber-Wulff et al. 2023). 
However, the availability of paraphrasing tools further complicates the detection of 
LLM-generated texts. Some AI content detectors were ineffective in identifying para-
phrased texts (Anderson et al. 2023; Weber-Wulff et al. 2023). Moreover, some detec-
tors may misclassify human-written articles, which can undermine the credibility of 
academic publications (Liang et al. 2023; Sadasivan et al. 2023).

Nevertheless, there have been advancements in AI content detectors. Turnitin and 
Originality.ai have shown excellent accuracy in discriminating between AI-generated 
and human-written essays in various academic disciplines (e.g., social sciences, natu-
ral sciences, and humanities) (Walters 2023). However, their effectiveness in detect-
ing paraphrased academic articles remains uncertain. Importantly, the accuracy of 
universal AI detectors has shown inconsistencies across studies in different domains 
(Gao et  al. 2023; Anderson et  al. 2023; Walters 2023). Therefore, continuous efforts 
are necessary to identify detectors that can achieve near-perfect accuracy, especially 
in the detection of medical texts, which is of particular concern to the academic 
community.
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In addition to using AI detectors to help identify AI-generated articles, it is crucial to 
assess the ability of human reviewers to detect AI-generated formal academic articles. A 
study found that four peer reviewers only achieved an average accuracy of 68% in iden-
tifying ChatGPT-generated biomedical abstracts (Gao et al. 2023). However, this study 
had limitations because the reviewers only assessed abstracts instead of full-text articles, 
and their assessments were limited to a binary choice of ‘yes’ or ‘no’ without provid-
ing any justifications for their decisions. The reported moderate accuracy is inadequate 
for informing new editorial policy regarding AI usage. To establish effective regulations 
for supervising AI usage in journal publishing, it is necessary to continuously explore 
the accuracy of experienced human reviewers and to understand the patterns and sty-
listic features of AI-generated content. This can help researchers, educators, and edi-
tors develop discipline-specific guidelines to effectively supervise AI usage in academic 
publishing.

Against this background, the current study aimed to (1) compare the accuracy of sev-
eral common AI content detectors and human reviewers with different levels of research 
training in detecting AI-generated academic articles with or without paraphrasing; and 
(2) understand the rationale by human reviewers for determining AI-generated content.

Methods
The current study was approved by the Institutional Review Board of a university. This 
study consisted of four stages: (1) identifying 50 published peer-reviewed papers from 
four high-impact journals; (2) generating artificial papers using ChatGPT; (3) rephras-
ing the ChatGPT-generated papers using a paraphrasing tool called Wordtune; and 
(4) employing six AI content detectors to distinguish between the original papers, 
ChatGPT-generated papers, and AI-rephrased papers. To determine human reviewers’ 
ability to discern between the original papers and AI-rephrased papers, four reviewers 
reviewed and assessed these two types of papers (Fig. 1).

Identifying peer‑reviewed papers

As this study was conducted by researchers involved in rehabilitation sciences, only 
rehabilitation-related publications were considered. A researcher searched on PubMed 
in June 2023 using a search strategy involving: (“Neurological Rehabilitation”[Mesh]) OR 
(“Cardiac Rehabilitation”[Mesh]) OR (“Pulmonary Rehabilitation” [Mesh]) OR (“Exercise 
Therapy”[Mesh]) OR (“Physical Therapy”[Mesh]) OR (“Activities of Daily Living”[Mesh]) 
OR (“Self Care”[Mesh]) OR (“Self-Management”[Mesh]). English rehabilitation-related 
articles published between June 2013 and June 2023 in one of four high-impact journals 
(Nature, The Lancet, JAMA, and British Medical Journal [BMJ]) were eligible for inclu-
sion. Fifty articles were included and categorized into four categories (musculoskeletal, 
cardiopulmonary, neurology, and pediatric) (Appendix 1).

Generating academic articles using ChatGPT

ChatGPT (GPT-3.5-Turbo, OpenAI, USA) was used to generate the introduction, dis-
cussion, and conclusion sections of fabricated articles in July 2023. Specifically, before 
starting a conversation with ChatGPT, we gave the instruction “Considering yourself as 
an academic writer” to put it into a specific role. After that, we entered “Please write a 



Page 4 of 14Liu et al. International Journal for Educational Integrity            (2024) 20:8 

convincing scientific introduction on the topic of [original topic] with some citations in the 
text” into GPT-3.5-Turbo to generate the ‘Introduction’ section. The ‘Discussion’ section 
was generated by the request “Please critically discuss the methods and results below: 
[original method] and [original result], Please include citations in the text”. For the ‘Con-
clusions’ section, we instructed ChatGPT to create a summary of the generated discus-
sion section with reference to the original title. Collectively, each ChatGPT-generated 
article comprised fabricated introduction, discussion, and conclusions sections, along-
side the original methods and results sections.

Rephrasing ChatGPT‑generated articles using a paraphrasing tool

Wordtune (AI21 Labs, Tel Aviv, Israel) (Wordtune 2023), a widely used AI-powered 
writing assistant, was applied to paraphrase 50 ChatGPT-generated articles, specifi-
cally targeting the introduction, discussion, and conclusion sections, to enhance their 
authenticity.

Identification of AI‑generated articles
Using AI content detectors

Six AI content detectors, which have been widely used (Walters 2023; Crothers 2023; 
Top 10 AI Detector Tools 2023), were applied to identify texts generated by AI language 
models in August 2023. They classified a given paper as “human-written” or “AI-gener-
ated”, with a confidence level reported as an AI score [% ‘confidence in predicting that 
the content was produced by an AI tool’] or a perplexity score [randomness or particu-
larity of the text]. A lower perplexity score indicates that the text has relatively few ran-
dom elements and is more likely to be written by generative AI (GPTZero 2023). The 50 

Fig. 1 An outline of the study
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original articles, 50 ChatGPT-generated articles, and 50 AI-rephrased articles were eval-
uated for authenticity by two paid (Originality.ai, Originality. AI Inc., Ontario, Canada; 
and Turnitin’s AI writing detection, Turnitin LLC, CA, USA) and four free AI content 
detectors (ZeroGPT, Munchberg, Germany; GPTZero, NJ, USA; Content at Scale, AZ, 
USA; and GPT-2 Output Detector, CA, USA). The authentic methods and results sec-
tions were not entered into the AI content detectors. Since the GPT-2 Output Detector 
has a restriction of 510 tokens per attempt, each article was divided into several parts for 
input, and the overall AI score of the article was calculated based on the mean score of 
all parts.

Peer reviews by human reviewers

Four blinded reviewers with backgrounds in physiotherapy and varying levels of research 
training (two college student reviewers and two professorial reviewers) were recruited to 
review and discern articles. To minimize the risk of recall bias, a researcher randomly 
assigned the 50 original articles and 50 AI-rephrased articles (ChatGPT-generated arti-
cles after rephrasing) to two electronic folders by a coin toss. If an original article was 
placed in Folder 1, the corresponding AI-rephrased article was assigned to Folder 2. 
Reviewers were instructed to review all the papers in Folder 1 first and then wait for at 
least 7 days before reviewing papers in Folder 2. This approach would reduce the review-
ers’ risk of remembering the details of the original papers and AI-rephrased articles on 
the same topic (Fisher & Radvansky 2018).

The four reviewers were instructed to use an online Google form (Appendix 2) to make 
their decision and provide reasons behind their decision. Reviewers were instructed 
to enter the article number on the Google form before reviewing the article. Once the 
reviewers had gathered sufficient information/confidence to make the decision, they 
would give a binary response (“AI-rephrased” or “human-written”). Additionally, they 
should select their top three reasons for their decision from a list of options (i.e., coher-
ence creativity, evidence-based, grammatical errors, and vocabulary diversity) (Walters 
2019; Lee 2022). The definitions of these reasons (Appendix 3) were explained to the 
reviewers beforehand. If they could not find the best answers, they could enter addi-
tional responses. When the reviewer submitted the form, the total duration was auto-
matically recorded by the system.

Statistical analysis

Descriptive analyses were reported when appropriate. Shapiro-Wilk tests were used 
to evaluate the normality of the data, while Levene’s tests were employed to assess the 
homogeneity of variance. Logarithmic transformation was applied to the data related 
to ‘time taken’ to achieve the normal distribution. Separate two-way repeated measures 
analysis of variance (ANOVA) with post-hoc comparisons were conducted to evalu-
ate the effect of detectors and AI usage on AI scores, and the effect of reviewers and 
AI usage on the time taken. Separate paired t-tests with Bonferroni correction were 
applied for pairwise comparisons. The GPTZero Perplexity scores were compared 
among groups of articles using one-way repeated ANOVA. Subsequently, separate 
paired t-tests with Bonferroni correction were used for pairwise comparisons. Receiver 
operating characteristic (ROC) curves were generated to determine cutoff values for the 
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highest sensitivity and specificity in detecting AI articles by AI content detectors. The 
area under the ROC curve (AUROC) was also calculated. Inter-rater agreement was cal-
culated using Fleiss’s kappa, and Cohen’s kappa with Bonferroni correction was used for 
multiple comparisons. The significance level was set at p < 0.05. All statistical analyses 
were performed using SPSS (version 26; SPSS Inc., Chicago, IL, USA).

Results
The accuracy of AI detectors in identifying AI articles

The accuracy of AI content detectors in identifying AI-generated articles is shown 
in Fig.  2a and b. Notably, Originality.ai demonstrated perfect accuracy (100%) in 
detecting both ChatGPT-generated and AI-rephrased articles. ZeroGPT showed 
near-perfect accuracy (96%) in identifying ChatGPT-generated articles. The optimal 
ZeroGPT cut-off value for distinguishing between original and AI articles (Chat-
GPT-generated and AI-rephrased) was 42.45% (Fig. 3a), with a sensitivity of 98% and 
a specificity of 92%. The GPT-2 Output Detector achieved an accuracy of 96% in 
identifying ChatGPT-generated articles based on an AI score cutoff value of 1.46%, 
as suggested by previous research (Gao et al. 2023). Likewise, Turnitin showed near-
perfect accuracy (94%) in discerning ChatGPT-generated articles but only correctly 

Fig. 2 The accuracy of artificial intelligence (AI) content detectors and human reviewers in identifying large 
language model (LLM)-generated texts. a The accuracy of six AI content detectors in identifying AI-generated 
articles; b the percentage of misclassification of human-written articles as AI-generated ones by detectors; 
c the accuracy of four human reviewers (reviewers 1 and 2 were college students, while reviewers 3 and 
4 were professorial reviewers) in identifying AI-rephrased articles; and d the percentage of misclassifying 
human-written articles as AI-rephrased ones by reviewers
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discerned 30% of AI-rephrased articles. GPTZero and Content at Scale only cor-
rectly identified 70 and 52% of ChatGPT-generated papers, respectively. While 
Turnitin did not misclassify any original articles, Content at Scale and GPTZero 
incorrectly classified 28 and 22% of the original articles, respectively. AI scores, or 
perplexity scores, in response to the original, ChatGPT-generated, and AI-rephrased 
articles from each AI content detector are shown in Appendix 4. The classification 
of responses from each AI content detector is shown in Appendix 5.

All AI content detectors, except Originality.ai, gave rephrased articles lower scores 
as compared to the corresponding ChatGPT-generated articles (Fig.  4a). Likewise, 
GPTZero demonstrated that the perplexity scores of ChatGPT-generated (p<0.001) 
and AI-rephrased (p<0.001) texts were significantly lower than those of the original 
articles (Fig. 4b). The ROC curve of GPTZero perplexity scores for identifying origi-
nal articles and AI articles showed that the respective AUROC were 0.312 (Fig. 3b).

Fig. 3 The receiver operating characteristic (ROC) curve and the area under the ROC (AUROC) of artificial 
intelligence (AI) content detectors. a The ROC curve and AUROC of ZeroGPT for discriminating between 
original and AI articles, with the AUROC of 0.98; b the ROC curve and AUROC of GPTZero for discriminating 
between original and AI articles, with the AUROC of 0.312

Fig. 4 Artificial intelligence (AI)-generated articles demonstrated reduced AI scores after rephrasing. a The 
mean AI scores of 50 ChatGPT-generated articles before and after rephrasing; b ChatGPT-generated articles 
demonstrated lower Perplexity scores computed by GPTZero as compared to original articles although 
increased after rephrasing; * p < 0·05, ** p < 0·01, ***p < 0·001
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The accuracy of reviewers in identifying AI‑rephrased articles

The median time spent by the four reviewers to distinguish original and AI-rephrased 
articles was 5 minutes (min) 45 seconds (s) (interquartile range [IQR] 3 min 42 s, 9 min 
7 s). The median time taken by each reviewer to distinguish original and AI-rephrased 
articles is shown in Appendix 6. The two professorial reviewers demonstrated extremely 
high accuracy (96 and 100%) in discerning AI-rephrased articles, although both mis-
classified 12% of human-written articles as AI-rephrased (Fig.  2c and d, and Table  1). 
Although three original articles were misclassified as AI-rephrased by both professorial 
reviewers, they were correctly identified by Originality and ZeroGPT. The common rea-
sons for an article to be classified as AI-rephrased by reviewers included ‘incoherence’ 
(34.36%), ‘grammatical errors’ (20.26%), ‘insufficient evidence-based claims’ (16.15%), 
vocabulary diversity (11.79%), creativity (6.15%), ‘misuse of abbreviations’(5.87%), ‘writ-
ing style’ (2.71%), ‘vague expression’ (1.81%), and ‘conflicting data’ (0.9%). Nevertheless, 
12 of the 50 original articles were wrongly considered AI-rephrased by two or more 
reviewers. Most of these misclassified articles were deemed to be incoherent and/or lack 
vocabulary diversity. The frequency of the primary reason given by each reviewer and 
the frequency of the reasons given by four reviewers for identifying AI-rephrased arti-
cles are shown in Fig. 5a and b, respectively.

Regarding the inter-rater agreement between two professorial reviewers, there was 
near-perfect agreement in the binary responses, with κ = 0.819 (95% confidence interval 
[CI] 0.705, 0.933, p<0.05), as well as fair agreements in the primary and second reasons, 
with κ = 0.211 (95% CI 0.011, 0.411, p<0.05) and κ = 0.216 (95% CI 0.024, 0.408, p<0.05), 
respectively.

“Plagiarized” scores of ChatGPT‑generated or AI‑rephrased articles

Turnitin results showed that the content of ChatGPT-generated and AI-rephrased 
articles had significantly lower ‘plagiarized’ scores (39.22% ± 10.6 and 23.16% ± 8.54%, 
respectively) than the original articles (99.06% ± 1.27%).

Likelihood of ChatGPT being used in original articles after the launch of GPT‑3.5‑Turbo

No significant differences were found in the AI scores or perplexity scores calculated by 
the six AI content detectors (p>0.05), or in the binary responses evaluated by review-
ers (p>0.05), when comparing the included original papers published before and after 
November 2022 (the release of ChatGPT).

Table 1 Peer reviewers’ decisions on whether articles were original (i.e., human-written) or 
fabricated (i.e., artificial intelligence-generated articles after paraphrasing)

Reviewers 1 and 2 were college students, reviewers 3 and 4 were professorial reviewers

Truth Truth

Original Fabricated Original Fabricated

Reviewer estimate Original 40 19 Reviewer estimate Original 36 5

(reviewer 1) Fabricated 10 31 (reviewer 2) Fabricated 14 45

Reviewer estimate Original 44 0 Reviewer estimate Original 44 2

(reviewer 3) Fabricated 6 50 (reviewer 4) Fabricated 6 48
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Discussion
Our study found that Originality.ai and ZeroGPT accurately detected AI-generated 
texts, regardless of whether they were rephrased or not. Additionally, Turnitin did not 
misclassify human-written articles. While professorial reviewers were generally able 
to discern AI-rephrased articles from human-written ones, they might misinterpret 
some human-written articles as AI-generated due to incoherent content and varied 
vocabulary. Conversely, AI-rephrased articles are more likely to go unnoticed by stu-
dent reviewers.

Fig. 5 A The frequency of the primary reason for artificial intelligence (AI)-rephrased articles being identified 
by each reviewer. B The relative frequency of each reason for AI-rephrased articles being identified (based on 
the top three reasons given by the four reviewers)
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What is the performance of generative AI in academic writing?

Lee et al found that sentences written by GPT-3 tended to generate fewer grammatical 
or spelling errors than human writers (Lee 2022). However, ChatGPT may not neces-
sarily minimize grammatical mistakes. In our study, reviewers identified ‘grammatical 
errors’ as the second most common reason for classifying an article as AI-rephrased. 
Our reviewers also noted that generative AI was more likely to inappropriately use med-
ical terminologies or abbreviations, and even generate fabricated data. These might lead 
to a detrimental impact on academic dissemination. Collectively, generative AI is less 
likely to successfully create credible academic articles without the development of disci-
pline-specific LLMs.

Can generative AI generate creative and in‑depth thoughts?

Prior research reported that ChatGPT correctly answered 42.0 to 67.6% of questions in 
medical licensing examinations conducted in China, Taiwan, and the USA (Zong 2023; 
Wang 2023; Gilson 2023). However, our reviewers discovered that AI-generated articles 
offered only superficial discussion without substantial supporting evidence. Further, 
redundancy was observed in the content of AI-generated articles. Unless future advance-
ments in generative AI can improve the interpretation of evidence-based content and 
incorporate in-depth and insightful discussion, its utility may be limited to serving as an 
information source for academic works.

Who can be deceived by ChatGPT? How can we address it?

ChatGPT is capable of creating realistic and intelligent-sounding text, including con-
vincing data and references (Ariyaratne et  al. 2023). Yeadon et  al, found that Chat-
GPT-generated physics essays were graded as first-class essays in a writing assessment 
at Durham University (Yeadon et al. 2023). We found that AI-generated content had a 
relatively low plagiarism rate. These factors may encourage the potential misuse of AI 
technology for generating written assignments and the dissemination of misinformation 
among students. In a current survey, Welding (2023) reported that 50% of 1000 college 
students admitted to using AI tools to help complete assignments or exams. However, 
in our study, college student reviewers only correctly identified an average of 76% of 
AI-rephrased articles. Notably, our professorial reviewers found fabricated data in two 
AI-generated articles, while the student reviewers were unaware of this issue, which 
highlights the possibility of AI-generated content deceiving junior researchers and 
impacting their learning. In short, the inherent limitations of ChatGPT as reported by 
experienced reviewers may help research students understand some key points in criti-
cally appraising academic articles and be more competent in detecting AI-generated 
articles.

Which detectors are recommended for use?

Our study revealed that Originality.ai emerged as the most sensitive and accurate plat-
form for detecting AI-generated (including paraphrased) content, although it requires a 
subscription fee. ZeroGPT is an excellent free tool that exhibits a high level of sensitiv-
ity and specificity for detecting AI articles when the AI score threshold is set at 42.45%. 
These findings could help monitor the AI use in academic publishing and education, to 
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promisingly tackle ethical challenges posed by the iteration of AI technologies. Addi-
tionally, Turnitin, a widely used platform in educational institutions or scientific jour-
nals, displayed perfect accuracy in detecting human-written articles and near-perfect 
accuracy in detecting ChatGPT-generated content but was proved susceptible to decep-
tion when confronted with AI-rephrased articles. This raises concerns among edu-
cators regarding the potential for students to evade Turnitin AI detection by using an 
AI rephrasing editor. As generative AI technologies continue to evolve, educators and 
researchers should regularly conduct similar studies to identify the most suitable AI 
content detectors.

AI content detectors employ different predictive algorithms. Some publicly available 
detectors use perplexity scores and related concepts for identifying AI-generated writ-
ing. However, we found that the AUROC curve of GPTZero perplexity scores in iden-
tifying AI articles performed worse than chance. As such, the effectiveness of utilizing 
perplexity-based methods as the machine learning algorithm for developing an AI con-
tent detector remains debatable.

As with any novel technology, some merits and demerits require continuous improve-
ment and development. Currently, AI content detectors have been developed as gen-
eral-purpose tools to analyze text features, primarily based on the randomness of word 
choice and sentence lengths (Prillaman 2023). While technical issues such as algorithms, 
model turning, and development are beyond the scope of this study, we have provided 
empirical evidence that offers potential directions for future advancements in AI content 
detectors. One such area that requires further exploration and investigation is the devel-
opment of AI content detectors trained using discipline-specific LLMs.

Should authors be concerned about their manuscripts being misinterpreted?

While AI-rephrasing tools may help non-native English writers and less experienced 
researchers prepare better academic articles, AI technologies may pose challenges to 
academic publishing and education. Previous research has suggested that AI content 
detectors may penalize non-native English writers with limited linguistic expressions 
due to simplified wording (Liang et  al. 2023). However, scientific writing emphasizes 
precision and accurate expression of scientific evidence, often favouring succinctness 
over vocabulary diversity or complex sentence structures (Scholar Hangout 2023). 
This raises concerns about the potential misclassification of human-written academic 
papers as AI-generated, which could have negative implications for authors’ academic 
reputations. However, our results indicate that experienced reviewers are unlikely to 
misclassify human-written manuscripts as AI-generated if the articles present logical 
arguments, provide sufficient evidence-based support, and offer in-depth discussions. 
Therefore, authors should consider these factors when preparing their manuscripts to 
minimize the risk of misinterpretation.

Our study revealed that both AI content detectors and human reviewers occasionally 
misclassified certain original articles as AI-generated. However, it is noteworthy that 
no human-written articles were misclassified by both AI-content detectors and the two 
professorial reviewers simultaneously. Therefore, to minimize the risk of misclassifying 
human-written articles as AI-generated, editors of peer-reviewed journals may consider 
implementing a screening process that involves a reliable, albeit imperfect, AI-content 
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detector in conjunction with the traditional peer-review process, which includes at least 
two reviewers. If both the AI content detectors and the peer reviewers consistently label 
a manuscript as AI-generated, the authors should be given the opportunity to appeal the 
decision. The editor-in-chief and one member of the editorial board can then evaluate 
the appeal and make a final decision.

Limitations

This study had several limitations. Firstly, the ChatGPT-3.5 version was used to fabri-
cate articles given its popularity. Future studies should investigate the performance of 
upgraded LLMs. Secondly, although our analyses revealed no significant differences in 
the proportion of original papers classified as AI-written before and after November 
2022 (the release of ChatGPT), we cannot guarantee that all original papers were not 
assisted by generative AI in their writing process. Future studies should consider includ-
ing papers published before this date to validate our findings. Thirdly, although an excel-
lent inter-rater agreement in the binary score was found between the two professorial 
reviewers, our results need to be interpreted with caution given the small number of 
reviewers and the lack of consistency between the two student reviewers. Future stud-
ies should address these limitations and expand our methodology to include other dis-
ciplines/industries with more reviewers to enhance the generalizability of our findings 
and facilitate the development of strategies for detecting AI-generated content in vari-
ous fields.

Conclusions
This is the first study to directly compare the accuracy of advanced AI detectors and 
human reviewers in detecting AI-generated medical writing after paraphrasing. Our 
findings substantiate that the established peer-reviewed system can effectively miti-
gate the risk of publishing AI-generated academic articles. However, certain AI content 
detectors (i.e., Originality.ai and ZeroGPT) can be used to help editors or reviewers with 
the initial screening of AI-generated articles, upholding academic integrity in scientific 
publishing. It is noteworthy that the current version of ChatGPT is inadequate to gener-
ate rigorous scientific articles and carries the risk of fabricating data and misusing medi-
cal abbreviations. Continuous development of machine-learning strategies to improve 
AI detection accuracy in the health sciences field is essential. This study provides empiri-
cal evidence and valuable insights for future research on the validation and development 
of effective detection tools. It highlights the importance of implementing proper super-
vision and regulation of AI usage in medical writing and publishing. This ensures that 
relevant stakeholders can responsibly harness AI technologies while maintaining scien-
tific rigour.
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