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Abstract 

Academic plagiarism is a pressing concern in educational institutions. With the emer-
gence of artificial intelligence (AI) chatbots, like ChatGPT, potential risks related to 
cheating and plagiarism have increased. This study aims to investigate the authenticity 
capabilities of ChatGPT models 3.5 and 4 in generating novel, coherent, and accurate 
responses that evade detection by text-matching software. The repeatability and repro-
ducibility of both models were analyzed, showing that the generation of responses 
remains consistent. However, a two-sample t-test revealed insufficient evidence to 
support a statistically significant difference between the text-matching percentages 
of both models. Several strategies are proposed to address the challenges posed by AI 
integration in academic contexts; one probable solution is to promote self-transcend-
ent ideals by implementing honor codes. It is also necessary to consider the restricted 
knowledge base of AI language models like GPT and address any inaccuracies in gen-
erated references. Additionally, designing assignments that extract data from imaged 
sources and integrating oral discussions into the evaluation process can mitigate the 
challenges posed by AI integration. However, educators should carefully consider the 
practical constraints and explore alternative assessment methods to prevent academic 
misconduct while reaping the benefits of these strategies.
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Introduction
Academic plagiarism has gained prominence in the academic sphere, as it has been 
detected in various student assignments, including reports, homework, projects, and 
more. Academic plagiarism can be characterized as using ideas, content, or structures 
without adequately attributing the source (Fishman 2009). Conventional Plagiarism tac-
tics employed by students vary, with the most extreme form involving complete duplica-
tion of the source material. Alternative methods include partial paraphrasing by altering 
grammatical structures or replacing words with synonyms, utilizing online paraphras-
ing services to rephrase text (Elkhatat et al. 2021; Meuschke & Gipp 2013; Sakamoto & 
Tsuda 2019).

Recently, Artificial intelligence (AI) powered ChatGPT has emerged as a tool 
that assists students in generating customized content based on prompts, utilizing 
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natural language processing (NLP) techniques (Radford et  al. 2018), posing potential 
risks related to cheating and plagiarism, with severe academic and legal consequences 
(Foltýnek et  al. 2019). Despite the utility of ChatGPT in assisting students with essay 
writing and other academic tasks, concerns have been raised about the originality and 
appropriateness of the content generated by the chatbot for academic use (King & chat-
Gpt 2023). Furthermore, ChatGPT has faced criticism for producing incoherent or 
inaccurate content (Gao et al. 2022; Qadir 2022), offering superficial information (Frye 
2022), and possessing a limited knowledge base due to its disconnection from the inter-
net and reliance on data available up to September-2021 (Williams 2022). Nevertheless, 
empirical evidence to substantiate these assertions remains scarce.

Academic plagiarism represents a breach of ethical conduct and is among the most 
grievous instances of research impropriety, as it imperils obtaining and evaluating com-
petencies. Consequently, implementing measures to mitigate plagiarism is crucial for 
upholding academic integrity and precluding the perpetuation of such dishonest prac-
tices in students’ subsequent academic and professional pursuits. (Alsallal et  al. 2013; 
Elkhatat 2022; Foltýnek et  al. 2020). Text-Matching Software Products (TMSPs) are 
potent tools academic institutions employ to identify plagiarism owing to their advanced 
text-matching algorithms and comprehensive databases encompassing web pages, jour-
nal articles, periodicals, and other publications. Moreover, some TMSPs databases index 
previously submitted student papers, enhancing their effectiveness in plagiarism detec-
tion (Elkhatat et al. 2021).

In light of concerns about ChatGPT responses, the present study aims to investigate 
ChatGPT’s ability to generate novel, coherent, and accurate responses that evade detec-
tion by text-matching software, exploring the potential implications of using such AI-
generated content in academic settings.

Background and literature review
AI has recently opened up numerous possibilities in the academic domain, transform-
ing the educational landscape through various applications, such as NLP and autono-
mous systems (Norvig 2021). AI has been employed in education to create personalized 
student learning experiences, leveraging NLP and machine learning algorithms (Chen 
et  al., 2012). The advent of AI-based tutoring systems has contributed to increasingly 
interactive and engaging student learning environments (Sapci & Sapci 2020). Further-
more, AI-based platforms have maintained academic integrity by detecting plagiarism 
and providing personalized feedback (Hinojo-Lucena et  al. 2019). However, AI also 
poses potential risks related to cheating and plagiarism, with severe academic and legal 
consequences (Foltýnek et al. 2019). AI in higher education has led to concerns about 
academic integrity, as students may use AI tools to cheat and plagiarize, allowing stu-
dents to tailor the content they create, potentially misusing AI for academic dishonesty 
(Cotton et al. 2023; Francke & Bennett 2019).

Recently, AI-powered ChatGPT has emerged as a tool that assists students in gener-
ating customized content based on prompts, utilizing NLP techniques (Radford et  al. 
2018). The original GPT model demonstrated the potential of unsupervised pre-training 
followed by supervised fine-tuning for a wide range of NLP tasks. Subsequently, Ope-
nAI released ChatGPT (model 2), further improving the model’s capabilities by scaling 
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up the architecture and employing a more extensive pre-training dataset (Radford et al. 
2019). The subsequent release of ChatGPT (models 3 and 3.5) marked another mile-
stone in the development of ChatGPT as it showcased remarkable performance in gen-
erating human-like text, achieving state-of-the-art results on multiple NLP benchmarks. 
The model’s ability to generate coherent and contextually relevant text in response to 
prompts made it an ideal foundation for building ChatGPT, an AI-powered chatbot 
designed to assist users in generating text and engaging in natural language conversa-
tions (Brown et al. 2020; OpenAI 2022). The recently released ChatGPT (model 4) by 
OpenAI on March 14, 2023, marks a substantial NLP technology milestone. With 
advanced safety features and superior response quality, it outperforms its predecessors 
in addressing complex challenges. ChatGPT (model 4)’s extensive general knowledge 
and problem-solving aptitude empower it to handle demanding tasks with increased 
accuracy. Additionally, its creative and collaborative functionalities facilitate the genera-
tion, editing, and iteration of various creative and technical writing endeavors, such as 
composing songs, crafting screenplays, and adapting personalized writing styles. Nota-
bly, ChatGPT (model 4) is available through the Plus plan subscription, which costs $20 
per month. Nonetheless, it is essential to recognize that ChatGPT (model 4)’s knowledge 
is limited to the cutoff date in September 2021 (OpenAI 2023).

The study of academic plagiarism and online cheating is a constantly evolving research 
field that has garnered significant attention in the academic community. Numerous pub-
lished studies have developed algorithms and codes that effectively search for matched 
texts (Hajrizi et al. 2019; Pizarro V & Velásquez, 2017; Roostaee et al. 2020; Sakamoto & 
Tsuda 2019; Sánchez-Vega et al. 2013). Additionally, other studies have presented peda-
gogical strategies to mitigate plagiarism among students (Elkhatat et  al. 2021; Landau 
et al. 2016; Yang et al. 2019).

Furthermore, the literature has potential risks related to cheating and plagiarism using 
AI-powered chatbots. These research efforts demonstrate the importance of addressing 
plagiarism using AI-powered chatbots in academia and the need for ongoing research 
and development. A recent article (Anders 2023) explored the ethical implications 
and potential misuse of AI technologies like ChatGPT in the educational context. The 
author discusses the necessity of a future-proofing curriculum to address the challenges 
posed by AI-assisted assignments and highlights vital concerns related to this emerg-
ing technology. A recent editorial published in Nurse Education in Practice (Siegerink 
et al. 2023) discussed the role of large language models (LLMs), specifically ChatGPT, 
in nursing education and addressed the controversy surrounding its listing as an author. 
They argue that ChatGPT cannot be considered an author due to the lack of account-
ability and the inability to meet the authorship criteria outlined by the International 
Committee of Medical Journal Editors (ICMJE) and the Committee on Publication Eth-
ics (COPE). The authors suggest that LLMs like ChatGPT should be transparently men-
tioned in the writing process, especially in academic texts where arguments are central 
to the work. The norms regarding using such models in science and nursing education 
are still emerging, and transparency and a critical attitude are crucial moving forward. 
Another article (Alser & Waisberg 2023) confirms what was previously mentioned. The 
authors express concerns regarding the growing use of ChatGPT in academia and medi-
cine, specifically addressing the issues of authorship and plagiarism. They argue that 
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ChatGPT does not meet the ICMJE guidelines for authorship, as it lacks accountabil-
ity and approval of published work. The authors also conducted plagiarism checks on 
parts of writing contributed by ChatGPT, revealing instances of direct, paraphrasing, 
and source-based plagiarism. They discuss the potential biases in ChatGPT’s outputs, as 
the model does not differentiate between sources based on the level of evidence and can 
be manipulated through user voting. The authors recommend against using ChatGPT 
in academia, and if its use is unavoidable, they suggest acknowledging the bot without 
granting authorship and paying attention to potential plagiarism and biases. Further-
more, in a study discussing the impact of AI tools like ChatGPT on scientific writing 
(Rozencwajg & Kantor 2023), the authors emphasize the benefits of AI-generated con-
tent, such as speed and efficiency, but also underscore the importance of maintaining 
accuracy and rigor. The authors used ChatGPT to create an editorial addressing AI’s 
impact on scientific writing and the role of reviewers and editors. The model produces 
a well-organized, scientifically-sound text with references, showcasing its potential as a 
valuable tool for scientific writers. However, the authors caution against using AI-gen-
erated content without proper monitoring, as it may create biased or inaccurate con-
tent. In (Eke 2023), the author argued that the use of AI-powered text generators such 
as ChatGPT could potentially undermine academic integrity but also has the potential 
to revolutionize academia. The author suggests that OpenAI and other LLM creators 
should be willing to work with academia to use AI-powered text generators responsibly 
and that a multi-stakeholder endeavor is needed to co-create solutions to maintain aca-
demic integrity. Recently (Sadasivan et al. 2023) published a study investigating the reli-
ability of current detection techniques in identifying AI-generated text. The researchers 
used a set of 10,000 text samples, half of which were generated by AI models, to evaluate 
the effectiveness of 10 different detection methods. The methods included traditional 
feature-based approaches, deep learning models, and combining both. The output of the 
research showed that while some of the detection techniques were effective in identify-
ing AI-generated text, none of them were completely reliable. The researchers found that 
AI models have become sophisticated enough to generate text that is difficult to distin-
guish from human-generated text. They also concluded that more research is needed 
to develop better detection techniques that can keep up with the advancements in AI 
technology.

Despite extensive research on the concerns and risks of ChatGPT, no studies have 
yet examined the authenticity of ChatGPT Responses in terms of repeatability and 
reproducibility and the capability of ChatGPT (models 3.5 and 4) to generate multiple 
responses without being detected by text-matching software. Thus, the current study 
aims to investigate the authentic capabilities of ChatGPT (models 3.5 and 4) and to 
propose strategies for mitigating potential risks associated with using ChatGPT while 
ensuring academic authenticity.

Methodology
A prompt to write 100 words on the "Application of cooling towers in the engineering 
process." was provided to ChatGPT’s chatbot (models 3.5 and 4). The chatbot’s response 
was recorded and then regenerated twice more within the same chatbot to assess its 
repeatability in generating new and original responses. A new chatbot was then created, 
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and the same prompt was used to repeat the experiment and assess the reproducibility 
of the chatbot’s ability to generate new and original responses. Each response was evalu-
ated and coded based on the repeatability and reproducibility process. Table 1 displays 
45 responses from the ChatGPT chatbot; 30 responses from ten chats using chatGPT 
model 3.5, each generated three times (first response and two regenerated responses), 
and 15 responses from five chats using ChatGPT model 4, each generated three times.

The 45 responses were uploaded one by one on SafeAssign of the Blackboard Learn 
(Blackboard 2023) platform, which allows students to submit assignments and check the 
text match percentage. Each response was checked for information quality and the text 
match percentage and source. Statistical analysis and capabilities tests were conducted 
using Minitab (Minitab 2023a).

Results and discussion
An examination of text match percentages and similarity origins for ChatGPT models 3.5 

and 4: a comparative analysis of response authenticity

The results of the text match percentage of each of the forty-five generated ChatGPT 
models 3.5 and 4 responses are presented in Table  2. In addition to the overall simi-
larity percentage, the table incorporates the origin of the similarity, such as previously 
generated ChatGPT responses, the students’ Global database, which consists of other 
students’ submissions via the Blackboard platform, and sources from the internet. Fur-
thermore, Tables 3 and 4 illustrate the text similarity metrics for ChatGPT models 3.5 
and 4, respectively. The findings indicate that, in the case of ChatGPT model 3.5, most of 
the similarities stem from previously generated ChatGPT responses, with a peak of 55% 
in certain instances. This is followed by the Global database, reaching up to 45%, and 
online resources, with a minimum similarity percentage of 30%. Conversely, responses 
produced by ChatGPT model 4 solely originated from prior ChatGPT responses, with 
one instance exhibiting a 40% similarity and an overall average of 12% similarity across 

Table 1 Codes of the 45 responses from 15 chats, each generated three times using ChatGPT 
models 3.5 and 4

First Response Regeneration 1 Regeneration 2

Chat Process 1 (model GPT 3.5) ChatGPT 1–1 ChatGPT 1–2 ChatGPT 1–3

Chat Process 2 (model GPT 3.5) ChatGPT 2–1 ChatGPT 2–2 ChatGPT 2–3

Chat Process 3 (model GPT 3.5) ChatGPT 3–1 ChatGPT 3–2 ChatGPT 3–3

Chat Process 4 (model GPT 3.5) ChatGPT 4–1 ChatGPT 4–2 ChatGPT 4–3

Chat Process 5 (model GPT 3.5) ChatGPT 5–1 ChatGPT 5–2 ChatGPT 5–3

Chat Process 6 (model GPT 3.5) ChatGPT 6–1 ChatGPT 6–2 ChatGPT 6–3

Chat Process 7 (model GPT 3.5) ChatGPT 7–1 ChatGPT 7–2 ChatGPT 7–3

Chat Process 8 (model GPT 3.5) ChatGPT 8–1 ChatGPT 8–2 ChatGPT 8–3

Chat Process 9 (model GPT 3.5) ChatGPT 9–1 ChatGPT 9–2 ChatGPT 9–3

Chat Process 10 (model GPT 3.5) ChatGPT 10–1 ChatGPT 10–2 ChatGPT 10–3

Chat Process 11 (model GPT 4) ChatGPT 11–1 ChatGPT 11–2 ChatGPT 11–3

Chat Process 12 (model GPT 4) ChatGPT 12–1 ChatGPT 12–2 ChatGPT 12–3

Chat Process 13 (model GPT 4) ChatGPT 13–1 ChatGPT 13–2 ChatGPT 13–3

Chat Process 14 (model GPT 4) ChatGPT 14–1 ChatGPT 14–2 ChatGPT 14–3

Chat Process 15 (model GPT 4) ChatGPT 15–1 ChatGPT 15–2 ChatGPT 15–3
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Table 2 The results of the text match percentage of each of the forty-five generated ChatGPT 
responses

a  Responses from ChatGPT (model 4) were regenerated from previous responses of ChatGPT (model 4)

Overall
Matching

Origin of Matching

Response Previously Generated 
ChatGPT Responses

Students Global 
Database

Internet

ChatGPT 1–1 (model GPT 3.5) 0% 0% 0% 0%

ChatGPT 1–2 (model GPT 3.5) 17% 17% 0% 0%

ChatGPT 1–3 (model GPT 3.5) 0% 0% 0% 0%

ChatGPT 2–1 (model GPT 3.5) 0% 0% 0% 0%

ChatGPT 2–2 (model GPT 3.5) 34% 34% 0% 0%

ChatGPT 2–3 (model GPT 3.5) 16% 0% 0% 16%

ChatGPT 3–1 (model GPT 3.5) 30% 0% 0% 30%

ChatGPT 3–2 (model GPT 3.5) 42% 0% 34% 8%

ChatGPT 3–3 (model GPT 3.5) 21% 21% 0% 0%

ChatGPT 4–1 (model GPT 3.5) 0% 0% 0% 0%

ChatGPT 4–2 (model GPT 3.5) 10% 0% 0% 10%

ChatGPT 4–3 (model GPT 3.5) 0% 0% 0% 0%

ChatGPT 5–1 (model GPT 3.5) 16% 16% 0% 0%

ChatGPT 5–2 (model GPT 3.5) 16% 16% 0% 0%

ChatGPT 5–3 (model GPT 3.5) 68% 23% 45% 0%

ChatGPT 6–1 (model GPT 3.5) 0% 0% 0% 0%

ChatGPT 6–2 (model GPT 3.5) 0% 0% 0% 0%

ChatGPT 6–3 (model GPT 3.5) 18% 18% 0% 0%

ChatGPT 7–1 (model GPT 3.5) 17% 17% 0% 0%

ChatGPT 7–2 (model GPT 3.5) 0% 0% 0% 0%

ChatGPT 7–3 (model GPT 3.5) 0% 0% 0% 0%

ChatGPT 8–1 (model GPT 3.5) 0% 0% 0% 0%

ChatGPT 8–2 (model GPT 3.5) 18% 18% 0% 0%

ChatGPT 8–3 (model GPT 3.5) 55% 28% 16% 12%

ChatGPT 9–1 (model GPT 3.5) 19% 19% 0% 0%

ChatGPT 9–2 (model GPT 3.5) 55% 38% 13% 15%

ChatGPT 9–3 (model GPT 3.5) 55% 55% 0% 0%

ChatGPT 10–1 (model GPT 3.5) 44% 44% 0% 0%

ChatGPT 10–2 (model GPT 3.5) 14% 14% 0% 0%

ChatGPT 10–3 (model GPT 3.5) 16% 0% 0% 16%

ChatGPT 11–1 (model GPT 4) 0% 0% 0% 0%

ChatGPT 11–2 (model GPT 4) 0% 0% 0% 0%

ChatGPT 11–3 (model GPT 4) 0% 0% 0% 0%

ChatGPT 12–1 (model GPT 4) 0% 0% 0% 0%

ChatGPT 12–2 (model GPT 4) 0% 0% 0% 0%

ChatGPT 12–3 (model GPT 4) 40% 40% a 0% 0%

ChatGPT 13–1 (model GPT 4) 17% 17% a 0% 0%

ChatGPT 13–2 (model GPT 4) 25% 25% a 0% 0%

ChatGPT 13–3 (model GPT 4) 0% 0% 0% 0%

ChatGPT 14–1 (model GPT 4) 28% 28% a 0% 0%

ChatGPT 14–2 (model GPT 4) 23% 23% a 0% 0%

ChatGPT 14–3 (model GPT 4) 0% 0% 0% 0%

ChatGPT 15–1 (model GPT 4) 0% 0% 0% 0%

ChatGPT 15–2 (model GPT 4) 23% 23% a 0% 0%

ChatGPT 15–3 (model GPT 4) 26% 26% a 0% 0%



Page 7 of 23Elkhatat  International Journal for Educational Integrity           (2023) 19:15  

the responses. Moreover, responses from ChatGPT (model 4) were regenerated from 
previous responses of the same model, and none of the responses were regenerated from 
ChatGPT (model 3.5), indicating the implementation of distinct algorithms and tech-
niques in ChatGPT (model 4).

Evaluating ChatGPT Models’ performance in adhering to academic integrity standards: 

a capability assessment Using Ppk and Ppm Indices in an educational context

The acceptable range of plagiarism percentages in educational contexts is subject to 
variability across institutions, disciplines, and assignment types. While certain academic 
institutions impose stringent policies, permitting no more than 10% similarity in assign-
ments, others may accept a similarity below 15%, especially in the context of journal sub-
missions. However, a similarity exceeding 25% is generally regarded as a high percentage 
of plagiarism, which raises concerns about academic integrity and may result in severe 
penalties. (Jones & Sheridan 2014; Scanlon 2003). In light of these considerations, the 
present study sought to evaluate the capacity of ChatGPT to generate responses with a 
text-matching percentage of less than 10% (as a strict AI capability) and 25% (as a maxi-
mum acceptance limit capability), using the MatLab platform.

Capability indices, such as Ppk and Ppm, are statistical measures that provide insight 
into a process’s performance by assessing its ability to meet specifications. Ppk (Process 
Performance Index) is a measure that indicates how well a process is performing relative 
to its specification limits. It takes into account both the process mean and variability. A 
higher Ppk value suggests that the process is more capable, producing fewer defective 
products and staying within the specified limits. A Ppk value greater than 1.33 is gen-
erally considered satisfactory, indicating that the process is capable and has a minimal 
variation with the specification limits (Bothe 1998). Ppm (Parts per Million) is another 
metric representing the number of defective parts in a batch of one million units. Lower 
Ppm values indicate a higher process capability, as fewer defective responses are gener-
ated. Ppm can be linked to the process capability indices (Cp and Cpk), which estimate 
the number of defects a process might generate. Capability tests calculate both expected 

Table 3 Statistics of the Text matching of ChatGPT (model GPT 3.5) responses

Variable Mean Minimum Maximum

Overall matching 19% 0% 68%

ChatGPT previously generated responses 13% 0% 55%

Students global database 4% 0% 45%

Internet 4% 0% 30%

Table 4 Statistics of the Text matching of ChatGPT (model GPT4) responses

Variable Mean Minimum Maximum

Overall matching 12% 0% 40%

ChatGPT previously generated responses 12% 0% 40%

Students global database 0% 0% 0%

Internet 0% 0% 0%
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and observed PPM in capability testing. The expected PPM in capability testing is a long-
term estimate using the standard deviation, while the observed PPM is a direct measure-
ment of the current process performance, and it is the actual number of defective units 
in a sample divided by the total sample size(Minitab 2023b; Montgomery 2020).

In the strict AI capability test (10%) of ChatGpt (model 3.4), as shown in Fig. 1, the 
Ppk value of -0.14 is substantially below the acceptable threshold of 1.33. This finding 
indicates that the performance is unsatisfactory, exhibiting considerable variation and 
deviation from the target of generating responses with less than 10% text matching. The 
expected and observed Ppm < LSL values are 665,305.85 and 333,333.33, respectively. 
These figures represent the number of responses (in this case, responses with less than 
10% text matching) per million generated, signifying that the expected overall capabil-
ity of ChatGPT (model 3.4) to generate responses with less than 10% text matching is 
66.5%; however, the observed capability stands at only 33.33%. The discrepancy between 
the observed and expected capabilities implies that ChatGPT (model 3.4) performance 
can be better evaluated when a larger volume of generated responses is considered. Fig-
ures 2, 3, 4, and 5 measure the capability of each source of the matching (ChatGPT pre-
viously generated responses, students’ global database, and the internet). The summary 
of the capabilities of these sources is shown in Table 5.

For the maximum acceptance limit capability (25%), the values of capability indices 
PPK and PPM for the overall and each source of the matching (ChatGPT previously gen-
erated responses, students’ global database, and the internet) are shown in Figs. 5, 6, 7, 8, 
respectively. The summary of the capabilities of these sources is shown in Table 6.

The authentic capability of ChatGPT (model 4) was assessed for 10% and 25% text 
matching, as displayed in Fig. 9 and Fig. 10. The Ppk values of -0.27 and -0.35 are sig-
nificantly below the acceptable threshold of 1.33, indicating unsatisfactory performance 
characterized by substantial variation and deviation from the target. The expected 
and observed capabilities at 10% text matching stand at 53.3% and 78.9%, respectively, 
while the expected and observed capabilities at 25% text matching are 73.3% and 85.3%, 
respectively. These results might suggest an enhanced capability of ChatGPT model 4 
compared to ChatGPT model 3.5 in generating authentic responses. However, a two-
sample t-test hypothetical analysis is needed to decide on this enhanced performance, 
which will be discussed in the following section.

Comparing the authenticity of responses between ChatGPT (model 3.5) and (model 4): 

a Two‑Sample T‑Test Analysis

The two-sample t-test is a statistical method used to compare the means of two inde-
pendent samples to determine whether they have a significant difference. This test is 
employed when the population variances are assumed equal and the samples are nor-
mally distributed (Field, 2013). In the present study, a two-sample t-test was conducted 
using Minitab (Minitab 2023a) to compare the text-matching percentages of ChatGPT 
(model 3.5) and (model 4). The null hypothesis  (H0) posits that there is no difference 
between the means of the two samples (i.e., the difference is equal to 0), while the alter-
native hypothesis  (H1) asserts that the difference is less than 0. The test yielded a p-value 
of 0.085. Although the p-value suggests a potential difference between the two samples, 
it is greater than the conventional significance level (α) of 0.05. Consequently, at a 95% 
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confidence level, we fail to reject the null hypothesis, indicating insufficient evidence to 
support a statistically significant difference between the text-matching percentages of 
ChatGPT (model 3.5) and (model 4).

Assessing repeatability and reproducibility of ChatGPT Models 3.5 and 4 in Generating 

authentic responses

To evaluate the chatbot’s repeatability in generating novel and original responses, the 
initial response was recorded and regenerated twice more within the same chatbot ses-
sion. After that, a new chatbot was created, and the same prompt was utilized to repli-
cate the experiment, assessing the reproducibility of the chatbot’s capacity to generate 
new and original responses.

The repeatability and reproducibility of ChatGPT (model 3.5) in generating authentic 
responses were examined using a Boxplot, as depicted in Fig.  11. The results indicate 
that the generation of responses by ChatGPT (model 3.5) remains consistent, regardless 
of whether the response is created within the same chatbot session or initiated by a new 
chat input. Similarly, the repeatability and reproducibility of ChatGPT (model 4) in gen-
erating authentic responses were assessed using a Boxplot, as illustrated in Fig. 12. The 
findings reveal that the generation of responses by ChatGPT (model 4) is also consist-
ent, irrespective of whether the response is produced within the same chatbot session or 
prompted by a new chat input, akin to ChatGPT (model 3.5).

Strategies for mitigating risk and ensuring authenticity using ChatGPT

The integration of AI in academic contexts has presented new challenges regarding 
addressing academic misconduct. While technology can be utilized to invigilate stu-
dents during exams, it is not as effective in preventing misconduct in take-home assign-
ments. In order to address the misuse of AI, including GhatGPT, several strategies can 
be implemented.

1) Firstly, emphasizing the negative consequences of cheating and plagiarism and pro-
moting self-transcendent ideals through implementing honor codes can help effec-
tively reduce instances of academic misconduct.

2) The second point pertains to the restricted knowledge base of GhatGPT that is con-
strained by data that extends until September 2021 for both versions 3.5 and 4, and 
is not connected to the internet. Consequently, educators may develop assignments 
based on information that is not accessible to the model. Curiously, a response gen-
erated by ChatGPT model 4 demonstrated a lack of awareness regarding the mod-

Table 5 Summary of ChatGPT (model 3.5) to generate responses with less than 10% matching

Source of Matching Observed Capability Expected 
Capability

Overall 33.33% 66.5%

ChatGPT previously generated responses 50% 77.6%

students’ global database 86.7% 97.3%

Internet 80% 94%
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el’s release, affirming that its knowledge is confined to September 2021. However, it 
should be acknowledged that this strategy may not be sustainable in the long term as 
updates to chatbots may overcome these limitations.

3) Thirdly, it is essential to note that these chatbots may not generate accurate refer-
ences for the information they provide. In the academic realm, students must include 
appropriate references for all information in their assignments. To affirm this, Chat-
GPT (model 3.5) was prompted to provide five research papers on cooling towers 
in this study, It was discovered that the chatbot provided references in APA format, 
yet none of these references existed. Furthermore, ChatGPT (model 4) provides DIO 
hyperlinks to these references, however, they are linked to articles other than the 
ones cited.

4) Fourthly, since chatbots do not allow the upload or reading of imaged data such 
as graphs and charts, assignments should be designed to extract data from these 
sources.

5) Finally, integrating oral discussion into the evaluation process can offer insights into 
students’ comprehension and awareness of the submitted work. However, it is essen-
tial to acknowledge the potential challenges in implementing oral assessments, such 
as logistical difficulties with large classes or language barriers for students whose first 
language differs from the course’s instructional language. Educators should weigh the 
benefits of this approach against the practical constraints and seek alternative assess-
ment methods that provide a fair evaluation of students’ understanding while mini-
mizing the risk of academic misconduct.

Conclusion
In conclusion, this study assessed the authenticity capabilities of ChatGPT models 
3.5 and 4 in generating responses with less than 10% and 25% text matching, observ-
ing that ChatGPT model 4 might have a higher capability in generating authentic 
responses compared to model 3.5. However, a two-sample t-test revealed insufficient 
evidence to support a statistically significant difference between the text-matching 
percentages of both models. The repeatability and reproducibility of both mod-
els were also analyzed, showing that the generation of responses remains consist-
ent in both cases. Notably, responses from ChatGPT model 4 were not regenerated 
from model 3.5, suggesting distinct algorithms and techniques in the newer model. 
Research findings have shown that ChatGPT models 3.5 and 4 can generate unique, 
coherent, and accurate responses that can evade text-matching software, presenting a 

Table 6 Summary of ChatGPT (model 3.5) to generate responses with less than 25% matching

Source of Matching Observed Capability Expected 
Capability

Overall 73.3% 76.6%

ChatGPT previously generated responses 83.3% 84.4%

students’ global database 93.3% 98.8%

Internet 96.7% 96.8%
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potential risk for academic misconduct. Therefore, assessors must acknowledge these 
limitations and actively seek alternative assessment methods to maintain academic 
integrity while leveraging AI integration’s benefits. Several strategies can be employed 
to address the challenges posed by AI integration in academic contexts. These strate-
gies include promoting self-transcendent ideals through implementing honor codes, 
considering the restricted knowledge base of ChatGPT, addressing inaccuracies in 
generated references, designing assignments to extract data from imaged sources, 
and integrating oral discussions into the evaluation process. However, educators must 
weigh the benefits of these strategies against practical constraints and seek alternative 
assessment methods to minimize the risk of academic misconduct.

Fig. 11 Boxplot of total matching for the ten ChatGPT (model 3.5) responses

Fig. 12 Boxplot of total matching for the ten ChatGPT (model 4) responses
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